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Abstract

Secure multicast for power grid systems faces a number diecigas like complex and error-prone group
configuration, inefficient group key management, real-toallenges to existing security protocols and the
balance among correctness, efficiency, feasibility antl cos

We propose an application-aware approach to setting upeseauiticast for power grid communications
that automatically derives group memberships and verifiefiguration conformance from data dependen-
cies in system specifications. We present an analytic gublibscribe model, which formally depicts the
relationships between data objects, publishers, sulessrdnd group controllers in a secure multicast sys-
tem. Based on the model, we study anomalies in multicastifimadity configurations like redundant and
unauthorized publications, source-anomaly and dataiikésction subscriptions. Algorithms are devel-
oped to detect the anomalies and verify the configuratiofiocorance. A practical architecture is designed
for automatic and error-resistant group configurationrdhsforms the application layer system specifica-
tions to the network layer group security associationsicjgd and credentials. We also demonstrate the
feasibility of raising link layer control messages to théwark layer and protecting timing critical multicast
traffic using one of the off-the-shelf network layer seguptotocols, namely IPsec. We provide experi-
mental evidence that native IPsec multicast is capable difeading latency constraints in medium scale
networks.

To evaluate the approach, we present a case study of IEC i8%€r substation networks and have
developed a demo system, SecureSCL. The case study shdvetfés a real-world application gains from
the automatically-generated group security configuratimd demonstrates the practicality and efficiency
of the approach.

This work provides a cross-layer approach of automaticalfrgenerated group configuration for power
grid communications, addressing key concerns of both systglementation and conformance analysis.

The proposed multicast model and verification mechanisnbeagxtended for generic secure communica-



tion configurations. On the other hand, the prototype sySeoureSCL has a potential of being developed

into a realistic application for power substations.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Multicast in Power Grid Communications

Power grids play a key role in national and economic secyrithlic health, and safety. Its reliability affects
society seriously. For example, on August 14, 2003, largiqgw of the Midwest and Northeast United
States and Ontario, Canada, experienced a cascadedcepentrér blackout. The outage affected an area
with an estimated 50 million people and 61,800 megawatts jM¥lectric load. The estimated total costs
ranged between $4 billion and $10 billion US dollars in thetebh States, and $2.3 billion Canadian dollars
in Canada [77].

To ensure the reliable and continuous supply of electrieityariety of communication technologies are
used to transmit critical information for power grid momitind control. Multicast [17] is one of the mech-
anisms that are used widely in power grid communications.ekample, UDP/IP multicast is used in some
DNP3 [20] applications to reset counters and/or energyegatf multiple remote control devices simulta-
neously at all locations, so that a definite synchronizatioimt can be made. IP multicast is considered in
Phasor Measurement Units (PMUSs) [56] for delivering statata periodically in a large geographic area
since it can cross network segments and uses bandwidtteeffici In IEC 61850 [35] power substations,
link layer multicast protocols, like Generic Object OriethiSubstation Events (GOOSE) and Sampled Mea-
sured Value (SMV), are used to collect power grid real-tinadus, update the state of Intelligent Electric

Devices (IEDs), and deliver control commands.

1.1.2 Security Requirements

Previously, power grids are separated from public netwbykgroprietary protocols and dedicated commu-

nication channels. The security of control devices reliesh® physical isolation and network perimeters

1



like firewalls, gateways or VPNs. However, as power grid camitations are migrating from industry pro-
prietary infrastructures to public infrastructures andtpcols [84, 58, 41, 32, 73, 67], cyber security risks
are also increased beyond those encountered when sucmsyslg on physical isolation for protection.

For example, within many power substation networks, wigléevices are used to collect power grid
data from on field sensors. An adversary can sniff and cotlgtital data from the wireless network by
compromising a wireless sensor or setting up a maliciouscdevSome engineers often use laptops to
maintain or configure IEDs in a substation. If the laptopsehascess to the Internet via independent links
like 3G networks, the firewall of the substation network vebbke bypassed and the laptop could become
a back-door for hackers. Besides, the firewall or the gatenfidlye network could be compromised due to
active attacks or misconfiguration [3, 26]. Therefore, tbguaption that the internal substation network is
isolated and secure is not true anymore. All these scenandodd lead to security risks to the substation
network.

Therefore, the conventional security requirements iniiberhet, like confidentiality, integrity and avail-
ability, are applied to power grid networks as well [78, 39, 64, 48, 25, 62]. For example, some raw power
grid data must be encrypted because they can be used to testiraalectricity price, which usually is the
significant commercial secret for a power generation plaatutility company. The communication system
must prevent tampered status data or falsified control camdmavhich can lead to incorrect control deci-
sions or actions. DoS attacks or data floods due to devicdsimetibn should be mitigated since they can
overwhelm computerized sensors and actuators or commiamiaeetworks [15]. To improve the efficiency
of system maintenance or problem diagnosis of the whole pgni, it is very helpful to share data among
power plants, utilities and regulators. However privacyl e a big concern since those organizations do
not want to expose their customers’ information or pubdidize defects in their systems.

In summary, security, especially the integrity of multicagill be one of the most interesting and chal-

lenging problems for power grid systems.

1.1.3 Challenges of Secure Multicast

There is an interest in providing security guarantees usiygtographically secured protocols [36, 22, 23,
52]. However, these solutions have been inadequate coasale of secure multicast. Some particular

challenges must be addressed for secure multicast s@utigsower grid.



Latency requirements Various application requirements [72] lead to latency lgmges to existing secu-
rity protocols. Some critical messages must be delivergtdinva threshold determined by power system
functionalities. For example, GOOSE messages are usujlyined to be delivered between 2 and 10 mil-
liseconds. PMU systems have transmission frequency mgeints at 30 times per second or even higher.
To protect the value of the power grid monitor and contropl@ations of security protocols must be done
with as little impact on latencies as possible. Naive apghtea to securing these messages with the required
latency usually do not succeed. An enhanced secure mukicasme would be necessary for timing-critical

multicast communications.

Manageable configuration Because of intricate system designs, the need to integrafwigtary con-
figuration tools from multiple vendors, and the complexifyconfiguring current off-the-shelf security
protocols, it is a complex and error-prone task to configuoeig memberships, policy and keys for a large
multicast system.

In a typical power grid multicast environment like GOOSE BCl 61850 power substations, there are
tens or hundreds of multicast groups. Each group member psaa in different groups with different
roles, either a publisher or a subscriber. The payloads sfages in different groups differ from each other
significantly. The configuration information of these gregmd the message payloads, as well as the overall
system design, is stored in a collection of large and coraf@it configuration files.

During the system design phase, the system requirementdidoalities on each IED and the substation
network configuration change frequently. A single changartdndividual device may affect a number
of relevant devices and lead to corresponding changes iottier parts of the substation. Because the
configuration files are usually edited or managed manuallyyocsome basic tools without self-checking,
it is very likely to miss accordingly updates when some paftthe system configuration are changed and
cause anomalies or inconsistencies. Such configuratiomanesns are often inefficient and error-prone,
just like what happen in firewalls and IPsec policy configoraf3, 26, 83]. At the same time, to reduce the
risk of the system malfunction due to the design or qualifecks in the IEDs from a particular manufacturer,
utilities usually deploy control devices from multiple \daws in a substation. Engineers have to integrate
multiple proprietary configuration tools from differentnaors. This strategy makes the configuration more
complicated and harder to audit. Furthermore, the comigl@ficonfiguring current off-the-shelf security

protocols makes the problem more severe.



Functional configuration mistakes could lead to securitlations [3, 26]. For example, according to
incorrect group configuration, an IED could join a group véhiéshould not appear, and deliver unnecessary
data. This would violate the principle of least privilege.

Therefore, it is a big challenge to configure and manage seuauiticast systems in power grids. An
automatic, error-resistant and manageable configuratemhemism will improve the efficiency and mitigate

inconsistency and mistakes in system design and deployment

Efficient and feasible group key management Key management is always a big concern for the deploy-
ment of secure communication protocols. It becomes matieadrand difficult for secure multicast systems
since more members are involved and the group managemelsbig€tallenging. Although researchers
already proposed a number of sophisticated group key mar&geprotocols or schemes, most of them
are not standardized and hard to integrate with power grilficast systems smoothly. What's more, the
configuration of the group key management protocols make/ttade system more complicated. A feasible

and integrated group key management scheme is requiredviergrid multicast systems.

The balance of the performance The balance between correctness, feasibility, efficiemcy@st must
be considered carefully. Itis a good strategy to take adggnof suitably chosen and enhanced off-the-shelf
security technologies that make the solution simple ansiti&to implement and deploy functions at low

costs and high assurance.

1.2 Approach

To provide a sophisticated secure multicast solution favgrogrid communications with the concern of
above challenges, we propose an application-aware agptoaetting up multicast groups using network
layer security.

The basic idea is to derive group memberships and publicatibscription relationships based on data
dependencies determined during system functional comafiigur. This is based on the observation that the
data are the focus of a publication-subscription systemcandect all group members in a multicast appli-
cation. The data dependencies can be extracted from anp@teoextension of system domain-specific

specifications. This approach can automatically figure le@itnbulticast groups by integrating the network



layer group management with the application layer funetiaronfigurations. The integration would also
ease the deployment of security solutions by avoiding a-ttoresuming security configuration task.

Based on the derived group memberships, we try to detech@mtent configurations automatically
using a configuration verification tool. The results will ngdower engineers correct or revise the original
system configuration or even facilitate the system design.

By extending configuration files with security related imf@tion, the group key management system
can be integrated with the multicast system smoothly. Thegkey exchange protocol can be configured
based on application logic.

To secure link layer multicast packets with off-the-shelfwgrity protocols, we propose to raise the link
layer multicast to the network layer and secure multicasftitrusing IPsec. This change achieves quite a
few benefits like the support of commercial IPsec implentéria and the capability of wide area multicast

for inter-substation communications.

1.3 Contribution

In this work, we propose a multicast formal data model and ldigtu-subscribe model, which depict the
publication-subscription relationships. Based on the ehade classify a number of configuration anoma-
lies in multicast systems and design the algorithms to tiéiecanomalies by analyzing the relationships
between data objects, multicast publishers and subssribEre multicast model and the anomaly detec-
tion mechanisms provide a method to analyze and verify thdityaof multicast groups and publication-
subscription configurations.

A multicast and group key management architecture basedherGtoup Domain of Interpretation
(GDOI) [10] is designed and then used to set up group secasiépciations based on the derived group
memberships and the configuration verification results. késvsthat the challenges of multicast config-
uration and integrated group key management can be overbygriieking network layer secure multicast
configuration to application-specific configuration of poweabstations.

To demonstrate this methodology we take IEC 61850 powerntatidns networks as a case study and
have developed a prototype syst&acureSCLwhich extracts multicast groups for GOOSE from high-
level specifications such as extended Substation Confignratinguage (SCL). SecureSCL transforms

derived group information and security extensions to IRsetticast configurations. We argue that it is



appropriate to raise GOOSE to the network layer for IPseteption because our experiments show that
IPsec multicast is capable of addressing latency constrainmedium scale networks. This yields an
automatically-generated security configuration that ltagptable and scalable impact on latencies, hence
solving the problem of seamless low-latency security for@EBE. This approach is validated by using it on

a portion of the SCL specification of an experimental sulmsiatf the Tennessee Valley Authority (TVA).

1.4 Thesis Statement

For power substation automation an application-aware icask, which derives group memberships and
publication-subscription relationships from applicatimgic and data dependencies, can set up network
layer multicast groups efficiently, direct group key mamagat and minimize configuration mistakes. IPsec

based multicast is capable of addressing timing requiréfensecure multicast in power grid systems.

1.5 Organization of the Thesis

The rest of the thesis is divided into seven chapters aswelldn Chapter 2, we review the background
of power grid communication, power substation automatiot eonfiguration, IPsec multicast and group
key management protocols. We discuss the related work ipt€h8. A formal model depicting multicast

applications in substation networks is presented in Chabt&’he multicast configuration anomalies and
the detection algorithms are discussed in Chapter 5. We shewnplementation of the system and the
case study of TVA Bradley Substation network in Chapter 6.dé&&ign an experiment system and test the

performance of IPsec based multicast in Chapter 7. Chamten@udes and discusses the future work.



Chapter 2

Background

We begin by supplying background on the key ideas we needuosiudy. These concern power grid
communications, power substation automation, espedialy61850, and network layer secure multicast

based on IPsec.

2.1 Power Grid Communications

2.1.1 SCADA Systems

An electrical power grid is a complex interconnected nekwfor delivering electricity from suppliers to
consumers using transmission and distribution networkssaca large geographical area, as illustrated in
Figure 2.1 (revised from [7]).

To ensure the reliable and continuous supply of electri@typervisory Control and Data Acquisition
(SCADA) systems for Energy Management Systems (EMSs) a@ ios system monitoring, automation,
protection and network management [21, 7, 57]. SCADA is gdatale, distributed measurement and
control system, typically used for data collection, argiigy analysis and control at the supervisory level.
Apparently, real-time and uninterrupted communicatiaesvétal for the reliable operation of SCADA/EMS
and power grid systems.

Figure 2.2 shows atypical architecture of a SCADA systewigesl from [70, 7, 53]). It usually consists

of the following components:

» Central supervisory system. A central supervisory sysiequires process data from remote devices
via Master Terminal Unit (MTUa.k.a. master station), stores and analyzes collected data, onenit
and processes events, and sends control commands to tlesgqrdte centralized supervisory system
is usually located in @ontrol center In a large scale and complex SCADA system, more than one

control center may be deployed.
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Figure 2.1: A Power Grid System

» Human-Machine Interface (HMI). HMI is the apparatus whichsents process data to a human oper-
ator and through this the human operator monitors and dsrttie process. In addition to computer
displays, HMI usually includes map boards, mimic diagram$ame group displays to provide an

overview of system status.

* Remote Terminal Units (RTUs). An RTU is a microprocessontaaled electronic device which
interfaces physical equipment or sensors in the procesS@ADA system. They convert electrical
signals to digital values like the open/close status of actwior measurements like bus voltages
and line currents, and transmit the telemetry data to thersigory system. It can also control the
equipment by converting and sending electrical controiaigout to them. Sometimes RTUs work as
data concentrators which get all process data from multipiesical devices into one place to make it
easy for use with computers via communication protocolsU&and associated physical equipment
are distributed at important areas of the power grid, likergrosubstations and generation plants. In
some cases, RTUs are substituted by Programmable Logicdllerg (PLCs). In addition to RTU’s
functionalities, PLCs support control algorithms or cohtoops. As hardware rapidly become more

powerful and cheaper, RTUs and PLCs are increasingly begjrio overlap in responsibilities.



e Communication infrastructure. The communication infnasture transmits information back and
forth from the central supervisory system to the RTUSs. ltgsptal media typically consists of serial
links, leased lines, dedicated fiber, wireless (licenseztaniave or unlicensed spread spectrum radio),
satellite links, or even the Internet. The infrastructuse @ncludes SCADA communication protocols.
The legacy SCADA protocols are designed for low-bandwiditdinmels like serial links. They are very
compact and many only send information to the master stati@n the master station polls the RTUs,
like Modbus [54]. Recent protocols like Distributed Netwdtrotocol (DNP3) [20] and IEC 61850
(see below) become much more sophisticated and many of thentontain extensions to operate
over TCP/IP. Besides, web service and cloud computing tdobies are also considered seriously by

the power industry [41].
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Figure 2.2: Architecture of a SCADA System



2.1.2 Data Types in Power Grid Communications

There are three basic types of data used in power grid conmation: protection system dat@perational
dataandnon-operational dat§53].

Protection system data are used for process control. Thetlusefer to control commands and critical
system status updates, which have direct impacts on f@ljaaind safety. Control commands are control
devices’ actions or responses based on the calculationvedpgrid status and system configurations. The
system status data could be a feeder current value, a bageolalue, a position indicator of a circuit
breaker,etc. They are measured by sensors like relays or merge unitsSgeen 2.2.1) either as analog
inputs by direct wires or digital samples by A/D conversioRrotection system data are strongly time
essential with a requirement of response in milliseconde inost power grid communication applications,
the transmission of protection system data is migratinghfi@ditional autonomous point-to-point to packet-
based network protocols like GOOSE. Because of the rigdimisg requirements, protection system data
are not transferred to SCADA systems, they are usually limited within the local area network.

Operational data represent real-time status, performanddoading of power system equipment. They
are required for SCADA systems to make supervisory dedsi@perational data are time critical but not
as rigorous as protection system data. They are usuallgririsied periodically and deterministically in
seconds.

As the name suggests, non-operational data are not usegstensoperations like process control and
supervisory control. They could be maintenance data, carafigpn information, revenue meter dagdc
Non-operational data are non-time critical and non-deit@stic. They have no immediate or direct impact
on reliability.

In this work, we focus on protection system data, especibflydata transmitted in multicast.

2.2 Power Substation Automation

A power substation is a subsidiary station of an electrigéperation, transmission, and distribution system.
It is designed to control, monitor, and protect power gridssubstation usually consists of power system
components like circuit breakers, transformers and sw#chnd control and monitoring components like

RTUs, protective relays and meters. Nowadays, some commlilee protective relays are microprocessor-
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based and are often called Intelligent Electronic DevitEDS§).

Substation Automation (SA) is an enhancement of traditi®@&ADA systems which rely on RTUs. SA
takes advantage of the configurable communication IED t@olies in implementing a local multi-level
control hierarchy within a substation [57]. Logically teeare two levels: a lower bay (or feeder) level
and a higher substation level. It establishes a local areonle between communicating IEDs and an SA
gateway to manage the data within the substation. The gatpm&ides a communication interface back
to the control center using SCADA protocols, and supportsveme-based internal substation interlocking
and automation applications.

A substation network usually consists of tens or hundred&DE. Previously, they were isolated from
public networks by proprietary protocols and dedicated mamication channels like leased lines, but this
isolation is giving way to the benefits of broader and easienraunication.

Nowadays, power grid communications are migrating fronugtd/ proprietary infrastructures to public
infrastructures and open communication systems, ofteacban packet-based digital networking [84, 58,
41, 32,73, 67]. IEDs are typically connected by EthernetPTE and other protocols for exchanging power
grid status information, delivering control commands, aetling configuration and/or maintenance param-
eters. Thin clients, web portals, and web based productalsoegaining popularity with many vendors.
This approach aids interoperability, visibility, and eifficcy of system management and even has physical
benefits like reducing the need for complicated wiring ofadeinks between control devices like IEDs.

Based on different physical interfaces and communicatiorctionalities, a number of substation au-
tomation standards, like Modbus [54] and DNP3 [20] are dexig IEC 61850 [35] is one of the most

recent, sophisticated and potentially prevailing speations.

2.2.1 Overview of IEC 61850

IEC 61850 [35, 50, 66] supports a comprehensive set of didnstanctions and provides strong functional
features for substation communications. It is easy for tatilos design, specification, configuration and
maintenance. It is also extensible enough to support systetation.

A typical IEC 61850 substation architecture is shown in FégR.3. There are several communication
buses connecting all the IEDs inside a substation, whictesponds to SA levels. Substation buses, which

are realized as medium bandwidth Ethernet networks, carnfiguration and maintenance request/re-
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Figure 2.3: Architecture of an IEC 61850 Substation

sponses like Abstract Communication Service InterfaceSB@nessages, and Generic Substation Events
(GSE) messages between IEDs and HMIs. Process buses bdsgt bandwidth Ethernet networks are de-
signed for collecting real-time power grid status data. déeunits are deployed to digitalize analog power
grid data, such as voltage and current, and multicast th@lsdntata to IEDs using Sampled Measured
Value (SMV) messages. GPS is deployed for the time synchmton of the whole substation network.
The devices within a substation can communicate with cbo&aters, remote substations and remote oper-
ators via a gateway.

IEC 61850 consists of three major parts:

» An object data model describing the information availafioten different primary equipment types

and from substation automation functions.

A specification of the communication interfaces betweeDdEnd the schemes mapping them to a

number of protocols running over TCP/IP and high speed Bé#ter

» An XML based configuration language used for exchangingpthwer system, substation network

and devices configuration information.

In the rest of this section, we will introduce the three partsfly.

2.2.2 Data Object Model

The IEC 61850 data model is designed to present and manabgke &ed accessible data within an IED (see

Figure 2.4).
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Figure 2.4: IEC 61850 Data Model

e Server A server serves as a communication entity within an IEDohtains all data and services
that are visible and accessible from the communication otwA physical device (IED) may host
one or more server instances, and each server is bound wilecass pointwhich is the logical

representation of an IED’s network interface.

« Logical device A logical device (LD) is a group of domain specific applicatifunctions i e. logical
nodes) and additional services. The grouping of logicaksdd based on their common features. In

terms of the substation communication, a logical deviceeseas a unit for data services.

 Logical node A logical node (LN) is a primitive, atomic functional buifdy block in an IED. It
is a named grouping of data and associated services thavgically related to a particular power
function or application. IEC 61850 already defines a numlbeompatible logical node classes for
well-known substation functions. For example, the cl&8R is defined to represent a basic circuit

breaker. A practical logical node is a specialization offsaclass and inherits the common features.

» Data object Data exchanged between logical nodes are modeled as detasobA data object
represents a substation parameter, including its staéilise and meta-information. For example, the
data objecPos is often used to indicate the position of a switchr(*, “ off”, “ intermediate-state” or
“bad-state”). It also tells the meta-information like the timestamploé status value and its originator.
IEC 61850 defines a number of common data classes (CDC) aantipdettes for data objects. A CDC
defines the whole set of data attributes necessary for a@lasgstation parameters. A data object
defined in a compatible logical node class is a subtype of thesponding CDC. For example, the

data objecPos is a subtype of the clag3PC (controllable double point).

» Data attribute A data object consists of many data attributes. Actuallia@dtributes are de facto
logical correspondences to the physical values. For exantpé data attributetval in Pos is the

exact indicator of the position of the switch. Data attrédsuire typed and restricted by functional
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constraints (FC), which indicate which services can be ts@dcess the values of the data attributes.

Besides that, the concept déta setis provided to manage and exchange a group of data attrjbutes
which may belong to different data objects or logical nodeata sets are usually used to specify payloads

of GOOSE or other messages.

2.2.3 Substation Communications

Abstract Communication Service Interface (ACSI) requestponses, sampled analog values and GSE mes-
sages are three major kinds of data exchanged in IEC 6185fasioln networks.

ACSl is designed for none timing-critical and client-sarstyle message transmissions, including device
configuration, maintenance, event logging and reportigg. 61850 defines a sophisticated communication
profile to map abstract ASCI services to Manufacturing Mgss@pecification (MMS) [44] and TCP/IP
protocols through Open Systems Interconnection (OSI) ¢é@imunication model stacks.

Sampled Measured Value (SMV) is an Ethernet link layer mroltased to periodically collect digital-
ized analog power data on the process bus. In most real deplag, however, the process bus and SMV
are not implemented and IEDs still collect raw power dataugh analog signals via wires.

Generic Substation Event (GSE) is designed for fast andilelisystem-wide distribution of input and
output data values. It has two major forms: Generic Objeidrded Substation Event (GOOSE) and Generic
Substation State Event (GSSE). GOOSE is used for fast egehaha wide range of common data or
substation events organized in a data set. GSSE provid&svaat compatibility with UCA 2.0 [38], the
predecessor of IEC 61850. It just supports device stategelsaby fixed structures of the data in bit pairs.
Both GOOSE and GSSE work in publisher-subscriber style amssages are transmitted by multicast.

In this work, we focus on GOOSE because it is based on the IB5@tlata model and is the major
mechanism for fast multicast communication in substati@®OSE is also an Ethernet link layer multicast
protocol designed for timing-critical messages withinsation networks via substation buses. It is used
for transmitting substation events, commands and alaatts, Because GOOSE is directly mapped to
Ethernet frames, it can take advantage of high speed swlitEtieernet and is capable of fulfilling real-
time requirements.

In a typical scenario, to prevent a fault from being propadaa protective relay multicasts one or more

circuit breakers aRIP command to disconnect the circuits upon detecting the.f&idure 2.5 illustrates an
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Figure 2.5: Timing-critical GOOSE Message in Power Sulstat

example where GOOSE is used to multicaSRéP command from a distance protective relay to two circuit
breakers. A distance relay starts and trips when the ciedntittance, impedance, or reactance increases
or decreases (by measuring voltage and current) beyonddatprenined value. The logical nodkdIS
within the device represents the distance protection selgnthe data objedp. The logical nodé°TRC
represents protection trip conditioning by the data objectt is used to connect theoperate” outputs of
one or more protection functions to a commarip” to be transmitted tXCBRs. In this case, the relevant
attributes of these two data objects liggeneral are major parts of th&€RIP command.

According to IEEE 1646 [72], event notification exchangesdmtection within a substation must be
transmitted within between 2 and 10 milliseconds. It is camnrto quote a benchmark of 4 milliseconds for
this threshold so we use that figure in this work. The 4ms ttulelsis easily and reliably met by Ethernet

multicast on commodity hardware at the load levels seenwepsubstations.

2.3 Substation Configuration

The basic purpose of substation configuration is to figureaadlution where the desired power function-
alities of a substation can be realized by capable IEDs aswtied equipment, and ensure the IEDs are
appropriately configured and connected. It needs to sppoifier functions within the substation, describe
the capabilities and customized parameters of IEDs anctiassd equipment, and depict the substation

network topology, as well as the data flows between IEDs.

2.3.1 Substation Configuration Language

IEC 61850 defines XML-based Substation Configuration Laggu&CL) for inter-operable exchange of

communication system configuration data between diffeventors and different configuration tools. It is
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a uniform description of the substation, and the relaticgtsvben the substation and the SA functiares,

logical nodes in the IEDs. Based on the IEC 61850 data moddl, &fines an object model describing
the IEDs, the substation network and their communicatiameotions in terms of both application logic
and network interfaces. From an SCL specification file we dagio all information about the substation

network topology, communication protocols, peer assimeiaf and payload contents.

2.3.2 SCL Object Model

A simplified SCL UML object model is shown in Fig 2.6, which i€arrespondence to the IEC 61850 data

model. A typical SCL file consists of five types of elememigader, Substation, Communication, IED and
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Figure 2.6: Simplified SCL UML Model

DataTypeTemplates®. TheHeader element is used to identify an SCL configuration file and itsiza. The
Substation element(s) describe the functional structure of a sulostasind identify the primary devices and
their electrical connections. ThEataTypeTemplate element defines instantiable logical node tyesTA
types, structured attribute types and user-defined entioergpes. In this work, we focus more on the
Communication and thelED elements.

The Communication element contains all information about the logically pblsiconnections between
IEDs at and across substation networks by means of accass.pliiconsists of one or moubNetwork
elements, which are connecting nodes for direct (link lagemmunication channels between access points.
That also means a substation may have multiple LANs for atibst buses and process buses. A logical

device or a client of an IED is connected to a subnetwork byrmaed an access point, which may be a

For simplicity, the terms oélementobjectandsectionare exchangeable in the rest of the section. All of them reefem
object in SCL.
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physical port or a logical address (server) of the IED (seaildebelow). ASubNetwork element consists of

a number ofConnectedAP elements which represent the IED access points connectbdstsubnetwork.
The attributes ofedName and apName identify the IED and the access point which is described @& th
correspondindED element. ConnectedAP usually contains the address parameters of the accessagpoint
this bus via thédddress element. If the access point serves ACSI,Alddress element provides information
including TCP/IP and OSI stack. If the access point alsoeseas a GSE servere. a GSE publisher, the
GSE element, a subclass GontrolBlock, is used to provide link layer network information like madtst
MAC addresses. EadASE element corresponds to one GSE application and the a#shoftidinst and
cbName are used to identify the logical device which hosts the apfilbn, and the relevant control block.
The mechanism also applies to SMV applications.

The IED element describes the pre-configuration of an IED: its acpests, the logical devices, and
logical nodes instantiated on it. Furthermore, it definescpabilities of an IED in terms of communication
services offered and, together with its logical node typestantiated data and its default configuration
values. There is onkED element for each IED in the substation. T$&vices element defines the available
services, such as GOOSE, and their features on the IED.

An access point is a communication interface of an IED’sdabdevices to a substation network. A
logical device usually has at most one connecti@one access point, to a substation network, and multiple
logical devices may share a single access point. The logmdés contained in a logical device may use
several access points as clients to connect to differemedulorks. A (logical) access point may support
different physical network ports. For example, an Ethecosinection and a serial PPP based connection to
the same higher level (TCP/IP) access point and to the samersi SCL, the concept of access point is
represented by aAccessPoint element, which consists of eitherSarver element or a number afNs. If
the access point is described as a server with logical devicprovides access to the logical devices and
logical nodes as data services. If the access point is tesces a list of logical nodes, then it is used by
the logical nodes as a client to get data from a process bukislwork, we focus on the scenario where the
access point serves as a data service.

The most important element within an IED serverizvice. TheLDevice defines a logical device of the
IED accessible via the access point. Abevice element contains at least ons0, a.k.a.logical node zero,

which represents common data and features of a logical eleibeLNO contains a number of elements
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which describe the control blocks for various communicatigplications. For example, tl&@SEControl
identifies the name and the ID of a GSE application, and theer@rthe data set which is published by the
application. AnLDevice also intuitively contains a number of logical nodes repnése by the elements of
LN.

As the subtypes ofAnyLN, both LNO and LN containDataSet and Input. The DataSet represents a
collection of data attributes of particular data objectsjolv are the message payloads of a GOOSE message

or a reporting event. For example, Figure 2.7 shows thegbai®ilP command illustrated in Section 2.2.3in

1 <DataSet name="dsTriplLogic">

2 <FCDA daNanme="general " doNanme="Tr" fc="ST" |dlnst="PROT" |nd ass="PTRC' |nlnst="1"/>
3 <FCDA daNane="t" doName="Tr" fc="ST" |dlnst="PROT" |nd ass="PTRC' |nlnst="1"/>

4 <FCDA daNarme="general " doNane="Qp" fc="ST" Idlnst="PROT" |nC ass="PDIS" |Inlnst="1"/>
5 <FCDA daNane="t" doNanme="p" fc="ST" |dlnst="PROT" |nC ass="PDIS" |nlnst="1"/>

6

7

</ Dat aSet >

Figure 2.7:TRIP Command in Substation Configuration Language

SCL. TheDateSet element consists of a numberREDA (functionally constrained data attribute) elements.
In this case all data attributes indicate statusof the logical nodes (byc="ST") and usually read-only.
EachFCDA is a reference to a relevant data attribute of the data abjeahdOp in the logical nodé°TRC1
andPDIS1 (contained in the logical devideROT). Besides theyeneral data attributes, the timestamps of
each value are also specified by the data attribute

Thelnputs element provides a references list to all data objects ariddbsociated data attributes which
are required by the logical node. Each reference indicatiegaaattribute by its naming and logical location
information. Thelnputs element is a good hint to figure out the publish-subscribaticgiships between
IEDs.

SCL defines how the configuration information is represemefiles to be exchanged between engi-

neering tools. It consists of four types of configurationsfile

» System Specification Descripti®SD). An SSD file describes the single line diagram of a silost

and the allocation of logical nodesg. required power functions.

* |ED Capability Description(ICD). An ICD file describes the capabilities of an IED®. the power
functions (logical devices and logical nodes) and the jrEfigured services the IED can provide.

ICD files can be considered as “IED templates”. Custominaisoneeded during the configuration

18



process.

» Substation Configuration DescriptiofsCD). An SCD file contains all information about the sub-
station, including the functional structure of a substatithe primary devices and their electrical

connections, all instantiated IEDs and the communicatitaark configuration.

» Configured IED DescriptioffCID). A CID file describes an instantiated IED within a pretjeinclud-
ing the network interfaces of the IED, instantiated logideVvices and logical nodes. It is possibly a

stripped-down SCD file to what the concerned IED shall know.

2.3.3 Configuration Process

A typical substation configuration process using SCL fileghiswn in Figure 2.8. Using a system specifica-
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Figure 2.8: Substation Configuration Process

tion configurator, substation automation system (SAS)hess describe the needed data type templates and
logical node type definitions in terms of the single line déags in SSD files. At this step, it is unnecessary
to bind the needed logical nodes to particular IEDs. On therdband, vendors usually use manufacturer-
specific IED configurators to create ICD files. They provide tlescription of the pre-configured IEDs
with a fixed number of logical nodes, available data serwads pre-configured data sets, such as GOOSE
and reporting. In most cases, logical nodes are only relatedvery general process function part and no
binding to a specific process. Some basic information likéEddis network interfaces or MAC addresses
are presented in ICD files too. Importing the SSD and ICD filék & vendor-independent system config-
urator, SAS engineers complete process configuration WitkERs bound to individual process functions

and primary equipment. All logical devices, logical nodes data objects are associated with real control
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processes. The IEDs are enhanced by the access point donsead possible access paths in substation
networks for all possible clientgsge. network interface configuration. Finally, a vendor-spediiD config-
urator working in the SA system reads the SCD file and loads &b with all configuration parameters
relevant to it. CID files are possibly created.

We should note that the substation configuration could beeaative process. Interaction between
vendors, SAS designers and engineers are required. Thsorevior adjustments of the substation network

and IEDs are inevitable. This is one of the reasons why corafgun errors often occur.

2.4 Network Layer Secure Multicast

In 1990, Deering proposed IP multicast, an extension toRhanicast service model for the efficient use of
bandwidth for multi-point communication [17]. It uses thation of agroup of members associated with a
givengroup addressi.e. a Class-D IP address. A sender simply sends a message todhsapdress and
the network replicates the message at appropriate jursclios routers, and forwards the copies to group
members throughout the network. Any entities, which areredted in the messages published in the group,
can deliver the messages by listening to the group address.

There are a number of challenges for network layer multicastmunications, including multicast
routing and group membership managemett, Security represents one of the major obstacles to the wide
deployment of IP multicast. In [28], Hardjono and Tsudik de§ three broad core problem areas for secure
multicast, namely fast and efficient source authenticdtohigh data-rate applications, secure and scalable
group key management techniques and the need for methogpress and implement policies specific to
multicast security.

In this work, we focus on an application-aware configurapproach which facilitates the deployment
of multicast policies. We take advantage of off-the-shetfiinologies based on IETF’s efforts for secure
IP multicast and relevant group key management protocole rative IPsec and an IPsec based group
key management solution are used to protect multicastdrfiil distribute group keys in power substation

networks.
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2.4.1 IPsec Based Multicast Protocols

IPsec is originally designed as a pairwise security prdtfmedP unicast communications. IPsec tunnels are
set up by running the pairwise Internet Key Exchange (IKEBtgrols [30, 45], which negotiate mutually
acceptable Security Associations (SAs), like certificates shared keys.

To protect IP broadcast/multicast applications withieinal networks, Cisco proposes Generic Routing
Encapsulation (GRE) and Dynamic Multipoint VPN (DMVPN), it support IP unicast, IP multicast and
dynamic routing protocols (using GRE). Neither of them i@ iPsec multicast solution. They encapsulate
multicast packets using IPsec tunnels between two gatewraysiters, and the packets are only protected
when they are transmitted through the tunnels. The mutticaskets are payloads of the unicast IPsec
packets. Behind the gateways, the packets are still in pdain and no defense-in-depth is offered.

Actually, bulk IPsec implementations support multicastiisically [5, 11]. If an IPsec packet’s destina-
tion address is a class-D address, a multicast address, and the IPsec Security Policies ¢RISpAs are
configured properly, the IPsec packet can be received, piechand delivered to upper layer applications.
Because most implementations enforce that each outgoser IPacket’'s source address must be same as
the sender’s IP address, individual source authenticaiachieved in the network layer straightforwardly.
To fully support wide area network multicast, extensioke IGroup Security Policy Database (GSPD) and
multicast key update are needed [80].

In this work, we make use of native IPsec to protect timintjaai multicast traffic between IEDs in a

power substation network.

2.4.2 Group Domain of Interpretation

To support group key exchange, IETF designs the Group Doafdirterpretation (GDOI) [10], a multicast

security and key management protocol based on [9] and [2§Uré& 2.9 shows the architecture of GDOI.
A Group Controller & Key Server (GCKS) is introduced for gmkey management. On joining the group,
new members authenticate themselves by setting up a RegistEA with the GCKS. Group members also
pull Data SAs from GCKS for protecting multicast packetsrd &rom other members. An optional Rekey
SA is used to protect refreshing group keys which are geseatd distributed by the GCKS or authorized
members. The GDOI protocol borrows IKEv1 [30] Phase 1 fotirsgtup Registration SAs and revises
IKEv1 Phase 2 for distributing Rekey SAs and Data SAs. A waglgroup from IETF is also working on
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Figure 2.9: Architecture of GDOI

an revision of GDOI based on IKEv2 [45]. One of the major aggtions of GDOI is Cisco's DMVPN
implementations, where GDOlI is used to distribute groupskayong gateways or routers for fast setting
up dynamic VPNSs. In this case, the GDOI protocol is only dggetbon the gateways rather than individual

hosts.

In this work, we make use of GDOI to achieve group key negotiatbetween individual hosts, specif-

ically for substation IEDs.
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Chapter 3

Related Work

In this chapter, we first introduce a couple of security prots for link layer communications. Then we
discuss some secure multicast schemes and group key scliemémth academic and industrial communi-
ties. We argue that standardized protocols with off-thelfdmplementations are appropriate for power grid
multicast systems. In the end of the chapter, we introducepiwjects about security configuration, which
inspire the idea of the application-aware group derivaiipproach and the multicast model and anomaly

detection algorithms in this work.

3.1 Link Layer Security Solutions

As mentioned in Section 2.2.3, both GOOSE and SMV are linkedayulticast protocols. The original
purpose for choosing the link layer for multicast is to aghi®w latency performance. There are a number
of link layer secure communication solutions. Howeverythee not capable of addressing the challenges
to secure multicast in power grid systems.

IEC 62351 [36] is a specification suite for data and commuiuinasecurity of power grid systems. Its
part 6 specifies message formats, procedures and algoritiirascuring all protocols based on or derived
from IEC 61850. It secures GOOSE and SMV by applying MAC (SHE&and RSA signatures in the link
layer. This solution requires significant computation atefor signing and verifying signatures on each
frame. According to [46], in an ideal environment, it takesrenthan 2 milliseconds to sign and verify a
packet using RSA 1024-hit keys. Considering the extra tréssion overhead, this is risky to meet the 4ms
threshold mentioned in Section 2.2.3. Indeed, IEC 6235%piatly indicates that “this specification does
define a mechanism for allowing confidentiality for applicas where the 4ms delivery criterion is NOT a
concern”. Furthermore, the communication overhead inited by cipher text may cause the fragmentation

issue which cannot be handled well by link layer protocolse part 6 extends SCL to support certificates
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and secure access points, but no detailed implementatide gupresented.

IEEE 802.1AE [69] provides security for Ethernet framesgsa hub-and-spokes topology. Security
associations are set up between a switch and each connested he switch decrypts/encrypts frames, ver-
ifies/signs signatures of all relayed frames. Its defapler suite is AES with 128-bit keys. IEEE 802.1AE
introduces at least one more hop between the message seddbeaecipient, which causes extra latency
for message transmission (see detailed discussion abeuiuirand-spokes topology in Section 7.1.2).
IEEE802.1AE also requires hardware support so switchedNa@d on all hosts must be upgraded. There-
fore, it is not an appropriate solution for secure power grigdticast.

Like IEEE 802.1AE, Casadet al. propose two centralized network management systems fergise
networks in[13] and [12]. They argue centralized netwonkamdstration is acceptable because 1) enterprise
networks are carefully engineered and centrally admirgste?) enterprise networks have predictable traffic.
By modifying the link layer protocols, all traffic betweendwomputers in an enterprise network will be
authenticated and routed to a centralized controller whithforward the traffic to the destination. To
reduce human errors in policy configuration, policy is defia@d deployed centrally too. However, since
their solution is intended for enterprise networks, somecigh constraints, such as real-time operation
requirements, are not addressed. Like IEEE 802.1AE, tiseat lleast one extra hop between the sender
and the recipient. They have no application layer routind access control. Tricky configuration in the

application layer can violate the policy defined in cennedi controllers.

3.2 Secure Multicast Schemes

Researchers have suggested a number of schemes for sedtihmeemulticast [82, 61, 59, 60, 79]. These
schemes achieve the goals of integrity, fast-rate sigeatenification and loss-tolerance by taking advantage
of decent techniques like time synchronized MAC, authatito trees and reduced signature sie&s
However, these advanced schemes are complicated to immpieme few of them are standardized and/or
commercialized. It is hard for industry to deploy them inl feailities.

In [27], Gjermundrodet al. propose GridStat, a publish-subscribe middle-ware sy$tempower grid
systems. They aim to address QoS on wide area networks. Tégages transmitted in such an infrastruc-
ture are usually not protection system data and the timimgtcaints in the intended applications are not

very crucial. Multicast configuration in local area netwaikd group key management are also not their
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focuses.

Canettiet al. propose an IPsec-based host architecture for multicadtlih [They introduce the con-
cepts of Multicast Internet Key Exchange (MIKE) and Souragh®ntication Module (SAM), describe the
functionalities of the architecture components and imglena prototype system for validation. Their work
inspires our architecture in Section 6.2.2. They suggegteimenting SAM in the application layer and de-
signing the interfaces of SAM between the application layet the network layer. Application data packets
will be encapsulated by SAM before they are passed to IPselil@® Our solution for individual source
authentication is based on application logic but impleraéiin the network layer.

Aurischet al. argue that IPsec can support secure multicast natively sas@pt an implementation [5].
Weiset al. propose multicast extensions to IPsec to make it suppok atida secure multicast better [80].
Our work focuses more on multicast group management andgewafion. We also pay more attention on

the performance issue for IPsec multicast and test the igeageriments.

3.3 Group Key Management

Group key management is one of the most important compooéstcure multicast systems. Just like the
research of secure real-time multicast, academic rese#salsuggests a number of group key schemes [65,
14, 81, 6, 4]. These sophisticated solutions aim at the gravpere group members churn frequently.
The efficiency and scalability are the main concerns foral®stems. However, in power grid systems,
especially power substation networks, multicast groupscamparatively stable and the network scale is
usually of medium size. Once the system design is finishedhétwork topology is rarely changed. On the
contrary, it is hard to deploy the sophisticated schemesonitcommercial support.

In [29] and [9], two groups of researchers propose two veanjlar centralized group key management
models. Both models introduce a group control and key sB&KS) to manage group members and
distribute/refresh group keys to group members. These tadefs are the bases for the GDOI [10]. Al-
though both models discuss the (group) policy server anduti®rization server, they are not implemented
in the GDOI. In [31], Harneet al. propose a similar group key management framework based Bu2K
Besides group key distribution, it provides more suppargimup membership management like the hand-
shake process for joining or leaving a group. It also presantust and access control model for group

communication.

25



In this work, we do not design a new group key management gubtdVe take advantage of the GDOI
and direct the group authorization and group policy conéian by application logic. We discuss the

advantages of the GDOI for power grid multicast communicaih Section 6.5.2.

3.4 Security Configuration

Ying et al. design an application-aware IPsec policy system in [85]thtnsystem, an application policy
engine translates application policies into underlyingppietary security policies. A socket monitor is
implemented to captursocket()calls, which are relevant to secured applications and mitetsecurity
policies, write the security policies into IPsec SPD andk®a/IPsec IKE. In contrast to their work, our
architecture is based on standard configuration files aisdupetPsec SPD statically. Such solution makes
a better use of existing configuration tools and requires latency to protect application traffic. These
features are more appropriate to power grid applications.

Al-Shaeret al. classify configuration anomalies in firewall filter policy rdurations in [3]. They
propose a model to present the anomalies formally and dasggnithms based on state machines to detect
the anomalies [2]. The firewall policy model and the anomadtedtion algorithms partially inspire the

multicast model in this work. We also try to classify mulstaonfiguration anomalies and detect them.
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Chapter 4

Multicast Modeling

In this chapter, we describe a formal model depicting madticapplications in substation networks. We
begin with a simple example illustrating the type of appimas we would like to model, and then represent a
mathematical publish-subscribe model capable of prgcamdcribing the relationships between the entities
and the data in the example and others like it, includingelgngctical specifications. Based on this model,
we classify a number of multicast configuration anomaliesi develop analysis algorithms to verify the

consistency of functionality and security configuratiom&€hapter 5.

4.1 Motivating Example

As an illustration let us consider an imaginary IEC 61850 @osubstation in which there are two protective
relays P, and P, and four switchgears, Ss, S5 and.S,. Every IED has arid. According to the system
design, each relay maintains two data obj&gtsandTr, which are hosted in the logical nodebIS and
PTRC respectively. Data objects af4 are named)p; andT'r; for i = 1,2, which actually represent the
TRIP commands illustrated in Figure 2.5.

Additionally, to support particular remote collaboratiumctions, protective relays need to publish sta-
tus information of other primary equipment, such as tramséws, to circuit breakers periodically. In this
example, each relay publishes an additional data set fostatus information. The reldy; extends a class
of general logical node, sagGIO (generic process 1/O), by adding two data objegts; andSt; . The
two data objects are mapped to two status parameters, liked@f current or a bus voltage, and published
on the substation bus. Similarly, publishesSt, 1, Sts 2 andSt, 3. Generally, the data objects; ; are
published by arelay’; fori = 1,2 and1 < j < m,;, wherem; is the number of status parameters published
by P;. In this examplem, = 2 andmsy = 3.

In summary, on each rela¥, for i = 1,2, two data set§Op;, Tr;} and{St; ; : 1 < j < m,} are
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published in separate multicast groups with different nadt destination addresses.

Accordingly, to operate corresponding circuit breakersase a fault occursy; and.S; need monitor the
data se{ Op;, T'r1 } from Py, while S5 andS, need monitor the data seOp,, Trs} from P,. Furthermore,
S1 and S3 also need monitor the status data se{8t; 1, St; 2} from P;, while S, and S4 need monitor
the data se{St, 1, Sta 2, Sta 3} from P». Each switchgeas; has an additional data objefls;, which
indicates the position of the circuit breaker (see Secti@2®. Based on application logic, circuit breakers
are sometimes required to notify the relevant relays of thenge of the switch position. For simplicity,
the switchgears only update the valuefdss; and do not establish extra multicast groups in this example.

Fig 4.1 shows the illustrative diagram of the motivatingrexée. The arrows show the multicast data flows

{ Sg.fd, PUSZ }

{S;.id, Posi} {54.1'@, p054} — {Opsy, Tre}
—» {Ops, Tra}

Publication data flow

—— {St11, St13)

—>  {Sty1, Sta, Sta3)
{ Ss,id, P053 }

Figure 4.1: Motivating Example: Multicast in GOOSE Applicens

and the payloads of each flow are specified on the right. Tleeadgects that are not published are bracketed
and showed close to entities.

All above design is specified in an SCD file. Each publicati@tednines a multicast group with a
unique multicast destination address, and the switchgesd join the corresponding groups. This network
level configuration is also specified in the SCD file.

For simplicity, we do not use the sophisticated naming cotiwas defined in IEC 61850 and simplify
the data model. The values of these data objects are thetttétiata general in IEC 61850. Usually a real
data set representingT®IP command need more data attributes, like timestamps

We also simplify the transmission scheme used in GOOSE. B&OSE message has a state number
and a sequence number. Messages are published repeatddipeseased time intervals rather than only
once. If the payload has no any change, the sequence numbee imicreased by 1 and the state number will

not be changed. The publisher will wait for longer time thast time to repeat multicasting the message.
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If there is a change to the paylodde. a change to the data set, a new state number will be generaded a
the sequence number will be reset. A new message is sent iiaelgdand the time interval for the next
publishing is set to the smallest value. The subscribergeatbifthe message is a fresh one or a duplication
by checking the state number. The duplicated messagesheitbeime state number will be discarded. By
this scheme, GOOSE achieves message reliability in a siampleeasy way. In our research work, we focus
on the first message with the newly updated state number. tAtersumber and the sequence number are
not considered in the model. These simplifications aid opfaation but do not limit the applicability of

our model in practice.

4.2 Components of a Secure Multicast System

A secure multicast system consists of a set of data objectsset of data owner§), a set of data consumers,
C, a set of publishers?, a set of subscribers, and a set of group controller§, Components which have

relationships with data objects are callttities E. ThereforeQ, C, P andS are entitiesi.e. O, C,P,S C E.

4.2.1 Data Object

Data objectis the core of the secure multicast model. In this work, otardion is focused on tharotection
system dataespecially those data which are delivered using timirigcat multicast. As discussed in
Section 2.1.2, they usually include physical parametergr@nment conditions, control commandsg

Both control commands and critical system status data caefesented as a set of data objects. The
design of the set depends on the application logic. In thevatoig example, the data s¢Op;,Tr;}
represents @RIP command issued by;; the data se{St, 1, Sta 2, Sto 3} represents three critical power
grid parameters measured by certain sensors and publighBd b

In an IEC 61850 configuration file, the representation istke lbit complicated. The concept of data
object in SCL is different from the one in our model. As intngdd in Section 2.2.2, a data object in
IEC 61850 represents a substation parameter, includinglite and meta-information. It is made up of a
number of data attributes, and the data attributes are tHiactte logical correspondences to the physical
values. Therefore, in our multicast model, when we talk allata objects, we actually refer to those data
attributes. For example, Figure 2.7 show$RIP command represented in SCL. It consists of four data

attributes from two IEC 61850 data objects. These four dtitdoates are mapped to four data objects in
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the multicast model.

4.2.2 Entity

As mentioned above, there are four types of entities in th#icast model: data owner, data consumer,
publisher and subscriber. Each entity has a certain raekttip with data objects, and the relationships are
defined in configuration files.

As the name suggests,data owneris an entity owns or hosts a number of data objects. Any cbntro
device with accessible data objects could be a data owneaiittains the data objects by filling or updating
the values based on configuration files or process monitohirtpe motivating example, the protective relay
P, is the owner of the data obje€tp; and changes its value based on the calculation of real-toneipgrid
status and pre-defined parameters. As mentioned abovetignnealy own a variety of data objects and not
all of them are published via a multicast group. That is, a datner may not be a publisher in the multicast
model. For example§; owns data objecPos;. But because it does not publigtvsy, S7 is not a publisher
in this example.

A data consumers an entity whose operations rely on certain data objed¢taedds the data objects
when the system is running. For example, the switchgganeeds the data objects sét@p,.7'r } and
{St11,St12}. Like a data owner, a data consumer may require a varietytafatjects and not all of them
are delivered via multicast. For example, in IEC 61850 satlsts, an IED sometimes needs the data which
are provided by theeport mechanism. That is, the data consumer may not be a subsirither model.

A publisheris a content provider, which publishes data objects usintjicast. It could be a protective
relay which issues control commands, or a sensor which gesvpower status data to other devices. In this
work, when we are talking about a publisher, it is always aleeim a multicast group. Apparently, an entity
should only publish the data objects it ownsg, a publisher should be the data owner to the data objects
it publishes. Unfortunately, due to configuration mistakepublisher defined in a configuration file could
publish the data objects it does not own. One of this modepgses is to help detect such mistakes.

A subscriberis an entity which subscribes to data objects from publshkrcould be a circuit breaker
which executes commands issued by relays, or a protectag wdich monitors power grid via the status
update from sensors. Communication channels must be isbdbbetween publishers and subscribiegs,

a subscriber must be in the multicast group where the carnelipg publisher sends the data objects. In this
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work, when we are talking about a subscriber, it is alwaysaimecipients in a multicast group. Apparently,
an entity should only subscribe the data objects it intendsohsumej.e. a subscriber should be the data
consumer to the data objects it subscribes. However, duenfigaration mistakes, a subscriber defined in
a configuration file could subscribe to data objects it is Howed to access.

Note that an entity could be either a publisher or a subsctibder different circumstances. For exam-
ple, when a protective relay issueFRIP command, it behaves as a publisher; when it monitors a tircui
breaker’s position status or collects raw data from mergts uih behaves as a subscriber. Without loss of
generality, when modeling the multicast systems in suiostatetworks and verifying the correctness of
configurations, we study the multicast groups individualhg the roles of publishers and subscribers in the

group do not change.

4.2.3 Group Controller

A group controllerprovides group membership and group key management serticeusually a piece

of independent network equipment and does not host elatttada as entities do. It only exchanges group
management and security related data with multicast gro@escurity credentials in this model are not
represented as data objects in this work.

A group controller performs the following tasks:

» Authorize group access privileges based on group memipsrshihich are derived from system con-
figurations. The group controller accepts group join retpuiem certain entities by running group
member authentication protocols. If an entity which shaubd in the group according to the sys-
tem configuration but sends joining request, the group oblatrwill cease the group authentication

process and refuse to distribute group shared keys.

» Generate and distribute group keys. The group contralezsponsible for refreshing and distributing

group shared keys to group members.

» Revoke group memberships based on changing configuratitdfsen engineers are configuring
and changing parts of application logic, they may removeecaassary entities from a group. The
group controller is fed by updated configuration files ancbkeg removed group members by re-

authenticating the whole group.

31



A real system may have multiple group controllers for theppge of redundancy or fault tolerance.

Without loss of generality, we only consider a single groaptomller in this work.

4.3 Publish-Subscribe Model

4.3.1 Assumptions

The publish-subscribe model describes the relations lestwatities and data objects in a multicast system.
The purpose of a multicast application in power grid systénie deliver certain data objects to a couple
of indented recipients simultaneously and efficiently. @ality, a data object could be delivered to the
recipients by different methods besides multicast putiiog. On the other hand, if an entity is interested
in a data object, it is able to retrieve the data by differeathnds besides multicast subscriptions. To focus
the attention to multicast applications in power grid cominations, we have the following assumptions

for the publish-subscribe model:

Assumption 4.1. If a data owner publishes an owned data object and turns to patdisher, it will not

send the data object by other communication channels.

It is possible for a data owner to provide a same data objetiettEDs in the substation using different
communication methods. Besides publishing the data usintjaast, it also can make the data accessible
by providing client-server unicast protocols like MMS [4&]ince this work is focused on protection system
data which are delivered by timing critical multicast commwmations, the data transmitted by other methods

are out of scope of this work.

Assumption 4.2. If a data consumer requires a data object, which is deliveéned publication, it only can

deliver the data by subscribing to the publication.

This is an extension of Assumption 4.1. If a publisher pitgiisa data object, the publication is the only
way to access the required data objects for data consumeesefdre, the data consumer only can subscribe

the data object and turns to be a subscriber.

Assumption 4.3. A data object is delivered by a publication exclusively, if@ data object is delivered in

a publication, it will not be delivered by another one.
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This assumption is a supplement to Assumption 4.2. It gieesrthe subscription deterministi¢i.e.
there is only one feasible publication, if a data consumegyell as a subscriber, requires the data from a
publication. In real applications, it is possible for a datener or a publisher to put a same data object in

two or more publications. This assumption will be waived im tuture work.

4.3.2 Ownership
We define the@wnershiprelationR .., as follows:

Definition 4.1. R,,» € E x D : If an entity e ownsor hostsa data objectl, then (e,d) € Roun OF

Rown(e, d), wheree € Eandd € D.

For exampleR ouwn (P .id, Op1) andRwn (Pe.id, T'rs). Apparently, ife owns a data object, thenis a
data owner. Formally,

Rown(e,d) — e € O, (4.1)

wheree € E andd € D.
An entity usually owns a number of data objects, which arel uisalifferent applications or multicast
publications. We define a functioR,.,,,, which takes an entity as input and returns the set of data objects

which are owned by.

Definition 4.2. We define the functiofR,.,, : E — 2P by the equation

Rown(e) ={d €D : (e,d) € Rown},

wheree € E
For exampleRoyn(P1) = {P1.id, Op1,Tr1, Sty 1, St 2} andRoyn(S3) = {S55.id, Posz}. In a real
system, an IED straightforwardly owns all data objects éasin it.
4.3.3 Publication
We define thepublicationrelation?,,,;, as follows:

Definition 4.3. R, C E X 2D . If an entity e publishesa data setls, then(e, ds) € Rpub OF Rpup(e€, ds),

wheree € E andds € 2P.
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In the running exampleR ,,,(P1, {Op1,Tr1}) and Ry (P, {Sta1, Sta o, Stas}). Apparently, if an

entity e publishes a data set, then it is a publisher. Formally,
Rpus(e,ds) — e € P, 4.2)

wheree € E andds € 2P.

So thepublicationrelation can also be defined &, € P x 2D Note thatR un andR,,, are two
independent relations defined in configuration files. Altitoan entity only can publish the data objects it
owns, an incorrect configuration may have it “publish” onenmre data objects that are not owned by it. In
this case, the entity is a publisher of the data objects buamowner of them.

A publisher may have multiple publications. It is requiredrégister individual multicast groups for
each publication. We define a functi@/};,, which takes a publisheras input and returns the union set of

data sets which are published by

Definition 4.4. We define the functio@ P — 22° by the equation
Rpub(p) = {ds € 2P . (p, ds) € Rpub}a

wherep € P.

For example@(Pg) = {{Op2,Tra},{St21, Sta2, Sta3}}. Actually, for a given publishep € P,
the number of members @(p) implies the number of multicast groups thasupports. By deriving
all these union sets from configuration files, we can get altioast groups in a substation network and
allocate network resources during the period of systengdesi

Further, we define a functiom, which takes a publisheras input and returns the set of data objects

which are published by.

Definition 4.5. We define the functiok,,,;, : P — 2P by the equation

Rown(®) = | Rpu (9,

wherep € P.
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For exampleR ., (P2) = {Opa, T2, Sta 1, Sta 2, Sta 3}. Given a publishep, we can check if it has
illegitimate publications by comparing the result®f,,;(p) andRown(p). If Rpus(p) is not a subset of
Rown(p), p publishes one or more data objects that do not belong togadel see Section 5.1 for details of

publications anomalies in configuration.

4.3.4 Consumption

As discussed in Section 4.2.2, an entity sometimes needdagetinput due to application logic. For a
particular application, an entity usually requires morantftone data object,e. a set of data objects is

needed. So we define tikensumptiomrelationR .oy, .

Definition 4.6. R.., C E x 2P :if an entitye € E requiresa data object set]s € 2P, then(e, ds) € Reon

or Reon(e, ds).

For example,Rcon (S1,{Op1,Tr1}) and Reon (S3, {St1,1,St12}). Apparently, ife consumes a data

object set, and thenis a data consumer. Formally,

Reon (e,d) —> e € C, (4.3)

wheree € E andds € 2P.

In fact, the consumption relation specifies an entity’s asgeivileges of reading particular data objects.
It represents the intended data flow between data ownersatadcdnsumers, and provides a method to
enforce access control over data objects in a substatiomoriet We will explore this topic further in
Chapter 5.

An entity may require individual date object sets for eagbliaption or each function. For examplg;
needs bot{ Ops, T'ro} and{St; 1, St1 2} for different purposes. We define the funct@, which takes

a data consumeras input and returns the union of data sets which are consbyned

Definition 4.7. We define the functioﬁi@;1 1 C— 2% by the equation
@(c) ={ds € 2° : (¢,ds) € Reon},
wherec € C.
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For exampleRoon(S3) = {{Op2, T'r2}, {St11,St12}}.

Similarly, we define the functioR..,,, which takes a data consumegrs input and returns the set of

data objects which are consumeddy
Definition 4.8. We define the functiofR.,,, : C — 2P by the equation

—

Rcon(c) = URcon(C)a

wherec € C.

For exampIeRcon(Sg) = {Opz, TT’Q, Stl,la Stlvg}.

4.3.5 Subscription

Based on the above definitions, we defineghbscriptionrelationR ,,;, as a ternary relation.

Definition 4.9. R, C E x E x 2P :if s subscribego ds from p, then(s, p, ds) € Rsup OF Ryup(s, p, ds),

wheres, p € E andds € 2P.

For a given(s, p,ds) € Rsu, the relation represents a subscription request sent byE, i.e. sis a

subscriber. Formally, for a givene E,

(s,p,ds) € Reup —> s €S, (4.4)

wheres, p € E andds € 2P.

When such a subscription request is specified in a configurdite, it only represents the subscriber’s
data requirements in the system. It does not mean the reiguegttimate and will be approved and autho-
rized finally. First of all,s only can subscribe the data object which it has accesstdhe subscribed data
setds must be a subset of one of data set®nsumes. On the other hand, the second element of therelati
p € E should be arvalid publisher. Furthermorels must be a subset of one of data sefsublishesj.e. p
does publish a data set which contains all data objecis.itf all above requirements are satisfied, we call
such a subscriptiomalid subscription

The formal description of valid subscription is defined belo
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Definition 4.10. A subscription(s, p, ds) € Ry is valid if, and only if,

(p € P) A [(3ds, € 20)(ds, C Rpup(p) A ds C dsp)] A [(3dss € 20)(dss € Reon(s)) A ds C ds,)]

A subscription request can be considered as a group joireseqglt actually indicates which publication
the subscriber is interested irg. which multicast group the subscriber wants to join. Stragtvardly, the

subscribers whose subscriptions refer to a same publicat®the recipients of the multicast group.

4.4 Summary

In summary, we get the definition of the multicast mode.

Definition 4.11. A multicast modelM consists of:

D, the set of data objects

» E, components which have relationships with data objects

0, a set of data owners

C, a set of data consumers

P, the set of publishers

S, the set of subscribers

G, the set of group controllers

together with
* Rown, theownershiprelation: R .., € E x D
* R,ub, thepublicationrelation: R, C E x 2P

* Reon, theconsumptiorrelation: R.,,, C E x 2P

R sup, thesubscriptionrelation: R4, C E x E x 2P

* Rown, the function which returns set of the data objects ownednbgraity: R ., : E — 2P
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@, the function which returns the union set of data sets, waielpublished by a publish@ :

P22

Rpub, the function which returns the set of data objects, whiehparblished by a publisheR,,;, :

P— 2P

@, the function which returns the union set of data sets, whiehconsumed by a consumer,

@:C%ZQD

Rcon, the function which returns the set of data objects, whiehcansumed by a consum@,.,,, :

C—2P

We depict the data model of the running example in Sectioudirig M as following:

D= {Pl.id, Pg.id, Sl.id, Sg.id, Sg.id, S4.id, Opl, Opg, T?“l, T?“Q, St171, StLQ, St271, St272, St273,
Posy, Poss, Poss, Posy}

D — {Pl,PQ,Sl,527S37S4}

O ={P1, P, 51,852,535}

P:{P15P2}

C = {51,52,53,54}

S = {51, 52,53,54}

G = {K S} (not shown in Figure 4.1)

* Rown = {(P1,P1.id), (P1,0p1), (P1,Tr1), (P, St11), (P, St12), (P2, Pa.id), (P2, Op2),
(P2, Tra), (P, Sta1), (P, Sta2), (P, Sta3), (S1,51.id), (S1, Post), (S2, S2.id), (S2, Posa),
(Sg, Sg.id), (Sg, POSg), (54, S4.id), (54, POS4)}

* Rpuv = {(P1,{Op1,Tr1}), (P1,{St1,1,St12}), (P2, {Op2, Tra}), (P, {Sta,1, Sta 2, Sta3})}

* Reon = {(51,{Op1,Tr1}), (S1,{St11,St12}), (S2,{Op1,Tr1}), (S2,{St21,Sta 2, Sta3z}),
(S3,{0p2,Tr2}), (S3,{St1,1,St12}), (S4,{Op2,Tr2}), (S4,{Sta,1, Sta 2, Sta3})}
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* Roup = {(S1, P1,{Op1,Tr1}), (S1, P1,{St1,1,St12}), (S2, P1,{Op1,Tr1}), (Se, P,
{St2,1) St2,2, St?,?)})a (535 P2a {OPQ) TT2}), (53) Pl, {Stl,ly St1,2})a (545 P2a {OPQ) TT2}),
(Sa, Po,{St21,St22,5t23})}

In Chapter 5, we will use this model to formally depict the timalst configuration anomlies and design

algorithms to detect the anomalies.
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Chapter 5

Multicast Configuration Anomaly

As discussed in Chapter 1, it is a complex and error-prorettasonfigure group memberships, policy and
keys for power grid multicast applications. During the mee of power substation configuration, power
engineers, utility communication engineers and vendoliglmarate with each other for a comprehensive
solution of the substation and the substation network. A®dluced in Section 2.3, an SCD file will be
generated, which contains all information about the stibstaespecially the information about all IEDs
and the communication network. The SCD file is an integratioennumber of ICD files and SSD files. Itis
subject to the change of the system requirements, thetiakization of IEDs and the iterative design of the
substation network. Because most of these changes areateaphanually and there is no strong support
from vendors’ tools for conformance checking, the systenfigaration is subject to a variety of mistakes.
These mistakes not only lead to system malfunctions butiatsaduce security vulnerabilities. It is a big
challenge to guarantee the correctness and consisteniog obhfiguration.

In this chapter, we discuss four types of anomalies in magticonfiguration, especially those occurring
in IEC 61850 power substation multicast applications. W& fiescribe the anomalies with their reasons,
occurrences and threats to the system. Then we represehotitine description of each anomaly based on
the multicast model we propose in Chapter 4. We also show alyoexamples by adding additional specs
to the motivating example in Section 4.1, which make it imeor or inconsistent. We design algorithms
to detect these anomalies in Section 5.2. Finally, we dssthe scope of the anomaly model and the

algorithms.

5.1 Multicast Configuration Anomaly

There are two basic configuration settings for multicastiegions: publications and subscriptions. We

can find all the following configuration anomalies on eithablsher’s side or subscriber’'s side. We also
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can call them publication anomalies or subscription an@sal

5.1.1 Ownership Anomaly

If a publisherp publishes a data sé#, which consists of the data objects that are not owneg, lsye say

the publicatioriR,,;(p, ds) has arownership anomalyWe give the formal definition below:

Definition 5.1. A publicationR,,;(p, ds) has arownership anomalif

3d € ds[d ¢ Rown(p)]

or

dd € ds[(p, d) ¢ Rown]

Generally, we say a publishgihas goublication ownership anomalyit publishes data objects that not

owned by it. A general definition is given below:

Definition 5.2. A publisherp € P has a publication ownership anomaly if

3d € Rypup(P)[d ¢ Rown(p)]-

For example, in the motivating example in Section 4.1, if bljgation R, (P1, {Op1, Tr2}) was set
up in the configuration file, the publication would have an evghip anomaly sinc&rs is owned byPs
rather than?;.

In reality, if an IED is configured to take a data attribute ad¢edobject, or even an entire data set, which
is not owned by it, as parts or the whole payload of a GOOSE agessve say the IED has a publication
ownership anomaly. Such anomaly usually occurs when thiersydata flow design is changed. Originally,
the IED hosts one or more data objects or data attributegsepting particular physical parameters and
puts it in a publication. Due to the design change, the fonstimay be moved to another IED and the
ownership of the data is changed. However, the publicatamfiguration of the original IED does not

change accordingly and the anomaly occurs.
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5.1.2 Publication Redundancy

If a publisherp publishes a data séf, but no entity consumes or subscribes to it, we say the aitldit
Rpus(p, ds) is redundant According to Assumption 4.2, if an entity consumes a dat@atpwhich is
published in a publication, the entity subscribes to thdipation as well. There are two types of publication
redundancyfull redundancyandpartial redundancy

In the full redundancy, none of data objects in the data seteqquested by any data consumess,the

whole data set is redundant.

Definition 5.3. A publicationR,,;(p, ds) is fully redundantf

Vd e ds Ve e Cld ¢ Reon(c)]

In the partial redundancy, some data objects in the dataese¢quested by some data consumers, while

others are not.

Definition 5.4. A publicationR,,;(p, ds) is partially redundantif

3d € ds 3c € C[d € Reon(c)] AId' € ds Ve € C [d ¢ Reon(c)]

In the motivating example, a publication &, (P, { P».id}) would be a full redundant publication
since no switchgear requests the relay’s id. A publicatib®g,, (P, { P.id, Op2, T'r2}) would be a par-
tially redundant publication sincg; and.S, only needOp, andT'ry, and I .id is unnecessary to them.

Full redundancy usually occurs when an IED is configured tdipln a data set but the configuration of
the intended subscribers is incorrect, or the system désigmanged but the configuration does not change
accordingly. Partial redundancy happens when the sulessridre only need parts of the data object set.
Since a publication may be subscribed by the data consuniéck Wwave different demand, it is flexible and
convenient to put redundant data objects in one publicatitowever, because the subscribers can receive
the whole payload of the message, it may expose more infamad unintended consumers and violate
theprinciple of least privilegeof information security. It depends on the system’s pol@gliiow the partial

redundancy or not in applications.
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5.1.3 Source Anomaly

If a subscribers requests a subscription to a data éepublished by a publisher, but p does not exist in

the system, we say the subscription haoarce anomalyFormally,
Definition 5.5. A subscription requesR ;,;(s, p, ds) has asource anomalyf p ¢ E.

In the motivating, a subscription ®,;(S1, Ps, {Op1,Tr1}) would have a source anomaly since there
is no P; in the system and the data 4&?p,, 7', } is actually hosted by, .
Source anomalies may occur when the required data sets aeslrttoother entities and the publisher is

removed from the system. But the intended data consumerstddange accordingly.

5.1.4 Data Dissatisfaction

Given a subscription requeR,; (s, p, ds), if no publication(p, ds”) can provide all data objects requested
in the subscription, we say the subscriptioml&a dis-satisfactoryThere are two types of data dissatisfac-
tion: “hard” dissatisfaction and“soft” dissatisfaction

In the hard data dissatisfaction anomaly, one or more dg¢&tstinds are not published by the publisher

p at all. Formally,

Definition 5.6. A subscription requesR (s, p, ds) is hard data dis-satisfactorif
dd € ds : d ¢ Ryu(p)

In the motivating example, a subscription requestaf;(S1, Pi, {Op1,Tr1, P;.id}) would be hard
data dis-satisfactory sindg, does not publishP; .id.

In the soft data dissatisfaction anomaly, one or more dajiectsbin ds are not published in a single
publication fromp. But the data objects may be contained in other publicatitoma p. If the subscriber

requests additional publications, it can get all requirathabjects.

Definition 5.7. A subscription requesR ., (s, p, ds) is soft data dis-satisfactorif

Vds' € Rpu(p) ds ¢ ds'] A [Vd € ds 3ds” € Rpu(p) d € ds”]
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For example, a subscription @&,,(S1, P1,{Op1,Tr1,St12}) was a soft data dis-satisfactory sub-
scription because no single publication frdiis able to satisfy the subscription. ButSf subscribed the
both publications fromPy, it could get all data it needs. In real applications, howeeach publication
and each subscription are usually designed for a parti¢ufation. It is rare and unreasonable for cross-
application subscription. It may violate the principle e&st privilege too because the subscriber can get

access to unnecessary data objects from multiple sulisaispt

5.2 Anomaly Detection Algorithms

In this section, we present a collection of algorithms thetedt the anomalies discussed in Section 5.1.
These algorithms are based on the multicast model propos&hapter 4, and use the data structures,

relations, functions defined in the model.

5.2.1 Detect Ownership Anomaly

As discussed in Section 5.1.1, the ownership anomaly oagben a publisher publishes a data object
which is not owned by it. The algorithm takes a publishexs an input and returns a data object set namely
DSet, which contains the data objects which are not owneg byt published by it. 1fDSet is empty, the
publisherp has no publication ownership anomaly. The pseudo code dlg@ithm is shown below as
Algorithm 5.1.

The algorithm first creates a list namédKeys, which consists of the hash valuégys) of each data
objectd owned by the publisher (Line 4 through 7). It calculates the hash values of each algject in
Rown(p) and put them intdKeys. After sorting the list using the quicksort algorithm [16] bash values
(Line 8), it performs the binary search for each data ohjépublished byp by their hash values (keys). If
nothing is searched, th# is not owned by andp should have an ownership anomat#ywill be appended
to DSet.

Note when the algorithm is calculating the hash values & dafects, the inputs to the hash function
are the identities of data objects, rather than their vallibe multicast model, as well as the algorithms dis-
cussed in this section, concerns the multicast data flowspatthe configuration files. When implementing
the model and the algorithms, we make use of the naming ctiomerin particular specifications.

Given the size of the data object set of the multicast system the binary search at Line 11 can be
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Algorithm 5.1: Detect Ownership Anomaly

input :p
output: DSet
1 begin
2 DKeys <+ nil;
3 DSet<+ 0;
4 ford e Rown(p) do
5 key < hash (d) ;
6 appendKey (DKeys, key) ;
7 end
8 qui ckSort (DKeys) ;
o  ford € Ryu(p)do
10 key < hash (d) ;
11 result < bi nar ySear ch (DKeys, key) ;
12 if result = nil then
13 appendSet (DSet, d');
14 end
15 end
16 end

determined irO(Ign) time [16] and the steps from Line 9 through Line 15 can berdgteed inO(n-Ilgn)

time. That is also the time needed for the whole algorithm.

5.2.2 Detect Publication Redundancy

We design a single algorithm to detect both full redundanmay @artial redundancy. The algorithm takes a
publicationR,.,»(p, ds) as an input and needs the support of the consumé. deteturns a data object set
namelyRDSet, which is used to store the redundant data objecis.iThe algorithm also returns tlseatus

of the publication:full-redundancy, partial-redundancy or clear. The pseudo code of the algorithm is shown
as Algorithm 5.2.

The usage obKeys is same as Algorithm 5.1. The algorithm first calculates thehhvalues of all data
objects that are consumed in the system, and then storesshevhlueskgys) in DKeys (Line 5 through
10). To improve the algorithm efficiendgKeys is also sorted using the quicksort algorithm (Line 11). From
Line 12 to Line 18, the algorithm calculates the hash valdesaoh data objeat published inR ., (p, ds)
and searches the data objecDiKeys using the binary search algorithm. If the search fails, thi@ @bject
d should be a redundant data object and is inserted to the dadtdata object s&Dset. Line 4 and Line

19 count the number of the data objects in the published daéxts setls and the redundant data object

45



setRDset respectively. If the two numbersetn andpsetn equal to each other, all data objectsdinare

redundant and it is a full redundancy anomalyRDset is empty andsetn is 0, nothing is redundant and
the publication status iglear. Otherwise it ispartial-redundancy (Line 20 through 26). The algorithm is
determined irO(n?) time because the steps from Line 5 to Line 10, which init@liKeys, are determined

in O(n?) time.

Algorithm 5.2: Detect Publication Redundancy
input : Rpup(p, ds), C
output: RDSet, status
1 begin
2 DKeys «+ nil;
3 RDSet <+ (;
4 psetn < count Set (ds) ;
5 for c € Cdo
6
7
8
9

for d € Reon(c) do
key < hash (d) ;
appendKey (DKeys, key) ;
end
10 end
11 qui ckSort (DKeys) ;
12 for d € ds do

13 key < hash (d) ;

14 result < bi nar ySear ch (DKeys, key) ;
15 if result = nil then

16 appendSet (RDSet, d) ;

17 end

18 end

19 rsetn <— count Set (RDSet) ;
20 if rsetn = psetn then

21 status <— ful | -r edundancy ;

22 else if rsetn = 0 then

23 status < cl ear ;

24 else

25 status <— parti al - redundancy ;
26 end

27 end

5.2.3 Detect Source Anomaly

This algorithm takes a subscription requégt,;(s, p,ds) and the whole entity sef as the inputs, and

returns the checking result of the subscriptiGaurce-anomaly or clear. The pseudo code is shown as
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Algorithm 5.3.

The algorithm calculates the hash values of all entitiehingystem, and then stores the hash values
(keys) in a list namedtKeys (Line 3 through 6). After sorting the list by keys using theaigsort algorithm
(Line 7), the algorithm searches the list for the key of thelisherp (Line 8 and Line 9). If the search fails,
this subscription has a source anomaly, otherwise itsstatdeared (Line 10 through 14). The algorithm

is determined irO(n) time. The listEKeys can be used by other algorithms or other applications.

Algorithm 5.3: Detect Source Anomaly
input : Rgup(s,p,ds), E
output: status

1 begin

2 EKeys < nil;

3 for e € Edo

4 key < hash (e) ;

5 appendKey (EKeys, key) ;

6

7

8

9

end

qui ckSort (EKeys) ;

key <— hash (p) ;

result < bi nar ySear ch (EKeys, key) ;
10 if result = nil then

11 status < sour ce- anonal y ;
12 else

13 status < cl ear ;

14 end

15 end

5.2.4 Detect Data Dissatisfaction

We design a single algorithm to detect both hard-dissatisfa and soft-dissatisfaction anomalies. It
takes a subscriptiofR s, (s, p, ds) as input and returns the checking result hstd-dissatisfaction, soft-
dissatisfaction or clear.

To improve the efficiency, we create two macipsi ckSor t Set andbi nar ySear chSet . The
macroqui ckSort Set is designed for sorting a set by the hash values of membeng tisé quicksort
algorithm. The members of the set could be data objects dfesnt The hash function takes members’
identities, rather than values (if members are data ob)jestsnputs. The macrbi nar ySear chSet
is designed for searching a set for a particular member bydsé values of set members and the target

using the binary search algorithm. Usually, the set is diyesorted by hash values of members’ identities.
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Actually the steps of the two macros are already present@dewvious algorithms. The variablubSet

Algorithm 5.4: Detect Data Dissatisfaction
input : Ry (s, p, ds)
output: status

1 begin

2 PubSet + 0;

3 pubsetn < 0 ;

4 subsetn < count Set (ds) ;

5 satisfied < true ;

6 fords, e @(p) do

7 qui ckSort Set (ds,) ;

8 for d € ds do

9 result < bi nar ySear chSet (ds), d) ;

if result = nil then
satisfied < f al se ;

I
= O

12 else

13 appendSet (PubSet, d) ;

14 end

15 end

16 if satisfied = t r ue then

17 status < cl ear ;

18 break ;

19 else

20 satisfied < true ;

21 end

22 end

23 pubsetn < count Set (PubSet) ;

24 if status # cl ear then

25 if pubsetn < subsetn then

26 status < har d-di ssati sfaction;
27 else if pubsetn = subsetn then

28 status < soft-di ssati sfaction;
29 end

30 end

31 end

stores the data objects whishsubscribes in this subscription, apdloes publish. The size ¢&fubSet is
represented byubsetn. The variablesubsetn is the number of the data objects required in this subsoripti
i.e. the size ofds. By comparingpubsetn andsubsetn, we can know if all required data objectsdn are
provided byp. The variablesatisfied is a flag indicating if the subscription requé8t,;(s, p, ds) can be
satisfied by a single publication from i.e. if there exists a data object set, which is the supersét a@ind

published byp. The default value ofatisfied ist r ue.
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The core of the algorithm is from Line 6 to Line 22. It checkkdalta object sets published hyto
see if there is a publication can provide all data objectssthEscription requires, or if all data objects in
ds are provided by’s publications. For each data object g8}, from p, the algorithm first sorts it using
gui ckSort Set to improve search efficiency (Line 7). Then it searches théosecach data object ids
usingbi nar ySear chSet (Line 9). If the search fails (Line 10), it meadsis not the subset of the current
ds, and the publication cannot satisfy the subscription (Lifie Dtherwise, the searched data objées
appended tePubSet. The loop will not break even if a search fails. It needs torgotee that every data
object inp’s publications is checked. If the variakdatisfied still keepst r ue after the inside loop finishes,
the subscriptiorR ;. (s, p, ds) can be satisfied by current publicati®),,;(p, ds,). Its status will be set as
cl ear and the outside loop can break (Line 16 through 21). Othenige variablesatisfied will be reset
and the outside loop continues until all data sets publifiygd(ds,) are searched.

After the search finishes, we get the fiRalbSet, which contains all data objectspublishes. The size
of PubSet is obtained at Line 23. Note that the duplicated data obj@esalready removed. If thatatus
is notcl ear, the algorithm checkpubsetn (Line 23 through 30). lfubsetn is less tharsubsetn, some
data objects inls are not included inp’s publications. The subscription hashar d- di ssati sfacti on
anomaly. If the two numbers equal, thisis@f t - di ssati sf acti on anomaly.

Given the size of the data object set of the multicast syssemaind Assumption 4.3, there are at most

n publications fromp. So the algorithm is determined @(n?-Ig(n)) for the worst case.

5.3 Discussion

As mentioned in Chapter 1, the data are the focus of a putdicatibscription system. They connect all
group members in a multicast application. The four anomelgction algorithms track the path of a data
flow, from the data owners to the data consumers. The erromsiggsing components on the flow will be

detected. However, if the whole data flow is incorrect oréhare more than two anomalies in a publish-

subscribe data flow, the algorithms may not be able to ddteatt There are two basic scenarios:

Redundant multicast group A multicast group is not needed anymore due to the updatelicappn
logic, but the engineers do not remove the relevant pulicasubscriptions and data objects from the con-

figuration file. Because the redundant data flow is still catglthe algorithms cannot detect the anomaly.
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This usually occurs when the system functions are re-atact IEDs and some old functions need to be
removed from certain devices.

In the motivating example, if the substation does not rexir to publish{Sts 1, Sta 2, St 3}, and
Ss, S4 do not need to monitor the status data either, then the @iiolitR,,,;,( P2, {St2,1, Sta 2, Sta3}),
the subscriptionsR ., (S2, P2, {Sta,1, Sta2, Sta3}) and Ry (Ss, P, {Sta,1, Sta2, Sta3}) should be re-

moved. However, if these relations are still kept in the gunfation, no error message will be reported.

Collusive anomalies The algorithms in Section 5.2 aim to detect isolated anasalif a publication and
its correlated subscriptions have more than one anomagethnomalies may complement each other and
hide the mistakes. Under this circumstance, the whole caraipn looks correct and the algorithms are
not able to detect the anomalies. We call these anomadiissive anomalies

In the motivating example, according to the applicatioridpg’ should not publishP; .id in R, (P,
{Op1,Try}), or apublication redundancy anomalyill be detected. However, if data dis-satisfactory
subscription reques® ., (S1, P1, {Op1,Tr1, P;.id}) is inserted to the configuration file, the both abnormal
publication and subscription will not be detected althoe@her of them can be detected alone.

In the other word, this work can derive group membershipmfapplication logic by configuration
files, and detect multicast configuration anomalies by aiadypublication-subscription data flow. It cannot
detect the anomalies which are not consistent with the g logic but do not break a data flow.

Furthermore, our attention is focused on application layemalies, the mistakes in the network layer
configuration, like duplicated multicast addresses fded#int multicast groups, are out of the scope of this
work. We also do not distinguish underlying reasons of trenaaly. How to eliminate the anomalies is also

out of the scope of this work.
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Chapter 6

Implementation and Case Study

In this chapter, we present the system implementation ofpication-aware, derived group approach
for power grid multicast communications. The basic ide@iddrive group memberships and publication-
subscription relationships based on data dependencigsh ate extracted from an appropriate extension
of system domain-specific specifications. We take advanté¢ige multicast model in Chapter 4 and the
configuration verification algorithms in Chapter 5 to analyand verify the validity of multicast groups
and publication-subscription configurations. A multicasd group key management architecture based
on the Group Domain of Interpretation (GDOI) [10] is desigrand then used to set up group security
associations based on the data dependencies and consatafysis results. We show that the challenges of
manageable configuration discussed in Chapter 1 can beooweray linking network layer secure multicast
configuration to application-specific configuration of powebstations.

To demonstrate this methodology we have developed a ppaatystenSecureSClwith a case study
of secure GOOSE in IEC 61850 power substation networks. r88€L extends SCL by integrating new
elements representing IPsec multicast, security crealsrand group key servétsThe multicast groups of
GOOSE are extracted from the extended SCL specificationsur&8CL transforms derived group infor-
mation and security extensions to the multicast model ptedein Chapter 4 and checks the configuration
consistency and correctness. The prototype system isat@dicdby using it on a portion of the SCL specifi-

cation of an experimental substation of the Tennesseeywalighority (TVA).

6.1 Basics

Before introducing the details of our approach and the aystesign, we first clarify the application as-

sumptions and the design principles.

!Since the design and implementation in this chapter is hebaised on IEC 61850 and SCL, please refer to Chapter 2 for
background details.
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6.1.1 Assumptions

Based on the observation of multicast applications in payvier systems, especially power substation net-

works, we consider a class of applications with the follayvitnaracteristics:

» Multicast packets are transmitted by UDP/IP. Usually icakt is supported in the link layer and the
network layer using dedicated multicast addresses. Oemtaih in this work is focused on network
layer multicast,.e. IP packets with Class-D addresses. Beyond the IP protodoR I3 one of the
most widely used transport protocols for multicast appiices. Therefore, we base the design in this

chapter and the experiments in Chapter 7 on UDP/IP protocols

* In amulticast group, the data flow from the sender to therents is one-way,e. there is no feedback
mechanism required. In each communication session, tHieajpn logic does not require recipients
to reply the sender’s message with meaningful responsesiaNd-shake process is neetle@his is
true for many multimedia stream applications, as well asgrayvid communication applications like

GOOSE and SMV.

» Within a particular multicast group there is only one psbér or sendef,e. only a single data source.
The publisher launches a multicast group and sends mestatfes group. The interested entities
will join the group and listen to the publisher only. This@lsplies that the roles of the publisher
and subscribers do not change in a group. Each group onlggepts one single application. If the
publisher is interested in the data from other entitiesaiit join the group as a role of a subscriber. But
its role in a single group does not change. This is true fotticadt applications in power substation

networks.

» Multiple multicast groups may exist in a network simultansly. As mentioned above, each data
source or publisher can launch an individual group and tigeseps will be set up for different ap-
plications at the same time. For example, there are more4@aynoups in TVA Bradley IEC 61850

substation.

2In the experiments of Chapter 7, the recipients respondethees’s request with an acknowledgement message. Bustisti
used to measure round trip latencies of IPsec multicasty @teenot required by application logic and have no semangiarimgs.
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6.1.2 Design Principles

We propose four key design principles that structure péssitchitectures. They are: defense-in-depth, low

latency, standardized protocols, derivability. We disceach in turn.

Defense in depthMany existing power grid networks rely exclusively on firdlsagateways, or virtual
LANSs to isolate largely unprotected control elements fromblft networks or enterprise networks.
However, the perimeters are not always trustworthy. A ‘gamohtrol device may be compromised
due to a fault [15], operators sometimes attach compronmsazchines to the LAN, and wireless sys-
tems may admit on or near-site intruders if compromised acarfigured. Misconfigured firewall
rules could cause firewalls/gateways to fail or bypassed\draNs are not designed for security
protection. Better defense in depth is obtained if contelicks have built-in secure communica-
tion modules and do not automatically trust other elemeérds ihanage to communicate within the

perimeter.

Low latency As mentioned in various process control applications haad-time challenges to existing
security protocols. Timing constraints must be studiedmdhesigning a security system for process
control networks and the performance must be tested oreiifefore deployment. Basic methods
include avoiding public-key cryptography signature andfigation for every packet, and running key

exchange protocols before transmission starts.

Standardized protocols A number of provably-secured protocols have been designedected and im-
plemented by network security communities. It is risky amdbably unnecessary to design a new
protocol from scratch. Standardized protocols and teduies also save time and cost for system

deployment since they are more likely to have existing inmastations.

Derivability Industry has developed a number of configuration tools fotiquaar applications like SCL.
Integration with existing configuration tools enables siéguools to automatically derive informa-
tion about the system being secured, such as network topalag) details of application logic. This
enables richer security features, such as individual goauthentication. Furthermore, it provides the
possibility of using existing configuration analysis tofs verifying the correctness of the config-
uration or detecting errors. The integration would alsedhs deployment of security solutions by

avoiding exclusive security configuration.
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6.2 Overview

6.2.1 Network Model

We present the network model, which corresponds to the casttimodel presented in Chapter 4. The
multicast model emphasizes the data dependencies betwalénast group members at the application
layer, while the network model is focused on the group togpland data flow in the network layer.

Figure 6.1 illustrates a basic power substation multicastyg In such a group, there is one group

G: Group control Group & key
and key server managment. flow

P: Publisher
Si: Subscriber;

<«— Data flow

Figure 6.1: Network Model

controller & key servelG, one publisherP, and a number of subscribef§. The group controller & key
server, or group controller in shorfy enforces group authorization policy and distributes grkeyps to

P and S; by group key exchange protocols. Multicast messages arsntitted fromP to S; through the
substation LAN, which is usually a switched Ethernet. Adang to the assumptions in Section 6.1.1, the
application logic within a multicast group does not charage] the roles of” and.S; keep constant.

There are two types of data flow in the group. The data flow isl tisg¢ransmit application data from
the publisher to the subscribers. The group & key manageffimmtis used to distribute group keys or
other security credentials from the group controller toghgup members. These two types of flow can be
implemented using the same protocols or share parts of aquictuite.

We assumé- is secure and trusted. Any credentials, key materials atidyptecisions made by are
credible. We also assume configuration files distributedrayndgy P and.S; are authentic. The mechanisms
for securely distributing configuration files are orthogaaethis work. The architecture does not interfere
with the routing mechanism of data packets. For sake of &iitypbf design, we assume the multicast traffic

only occurs within a control system LAN and the key managdrpestocol has reliable communication.
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6.2.2 Architecture

Figure 6.2 shows the host architecture of a multicast grogmberP or S;. As in many network systems

Configuration Plane Control Plane Data Plane
Group Raw Configuration
@ g : Group Policy Internet Key Applications = Info Ir? ut
= Multicast ; - 1np
= Engine Exchange (GOOSE...)
(SSD, ICD...) ) Model & (GDOI) Configuration
—| ‘% Consistency Info. Flow
System =Nk Analysis D
3 e~ :
g Grou SIS j > DataFlow
(SCD, CID...) SPD/SAD odule (IPsec)
Y é J7 Group & Key
Group & Key Data Flow Mgmt. Flow
Mgmt. Flow

< Design Phase >< Initialization Phase >
< Running Phase >

Figure 6.2: System Architecture

like [13], the system is partitioned into three planesnfiguration planecontrol planeand data plane
Furthermore, the system works in three phaslesign phasdnitialization phaseandrunning phase

The configuration plane works in the design phase. A confiqurdanguage parser parses system
specification and configuration files, like SCD files. Basedhanparser's output, a multicast model and
consistency analyzer sets up the data model and the puhiisderibe model presented in Chapter 4. It also
checks configuration correctness and consistency usingigloeithms discussed in Chapter 5. If a configu-
ration anomaly is detected, the system will go back to the steonfiguration revision. If the verification
succeeds, the system enters the initialization phase anwbtiirol plane takes over. An illustrative diagram

about the working phases of the system is shown in Figure 6.3.

<p——Design Phase > 1<} Initialization Phase——>{ <++—Running Phase——>
Fail Yes
- - Succéed | Configure -
Edn'tIRewIw quel Groups/ Ane}lyze »|GIKE/GSPD/ || Run Group L5 Transmit Group Key
Configurations ﬁ Publish-Subscribe Consistency GSAD Key Exchange App. Data Expires?

Conf. Docs
Figure 6.3: System Working Phases

The control plane is in charge of group and key managementrofpgpolicy engine (GPE) extracts
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group association information and security configuratimmfthe multicast model and the original security
extended configuration files (see Section 6.3). It retriguesinstalled credentials like pre-shared keys
or certificates, configures the Group Internet Key Excha@®&E) module, and then triggers group key
exchange between the group controller and the group membleestraffic used to exchange group keys is
calledgroup key & management flojsee the network model in Section 6.2.1). Credentials Hssion keys
and relevant negotiated policies for incoming and outgomuficast traffic are inserted and stored in Group
Security Policy Database (GSPD) and Group Security Assoni®atabase (GSAD). After the group key
exchange finishes, the system enters the running phase amthtd plane starts working. Note that the
control plane continues working during the running phasedtreshing shared group keys.

The data plane functions are straightforward. It is conggrisf upper layer applications, like GOOSE,
and Secure Multicast Module (SMM). Incoming and outgoinglaation packets will be processed by the
SMM (in our implementation this is IPsec) according to theRBSand GSAD. The traffic used to transmit
securely protected application packets is calath flow(see the network model of Section 6.2.1). At the
same time, the GIKE module also makes use of the SMM moduledorsly refresh group session keys
periodically without interfering the data flow. So both tlentrol plane and the data plane works during the
running phase,

The host architecture @ is almost same as regular group members’ architecture shofigure 6.2.
The major difference is the GPE module. For a regular groumineg, GPE only tells GIKE the information
about the multicast group the host needs to join, the gronpraiter and key server and the basic configu-
ration profiles for running the group key exchange protoit@ the references to security credentials. For
G, the GPE further directs GIKE for group authorization. Bhse the group associations derived from
the multicast model, GPE provides GIKE with the group infation like the multicast groups addresses (if
there are multiple groups in one network), the identitiethefgroup members that are allowed to join the
group and their security credentials like public key ceaxdifes, and parameters for group management like
the interval of refreshing group keystc Unlike P and.S;, the SMM module i is not used for protecting
the data flow. Instead, it is just used to protect the key memegt flow.

The whole system is implemented using C/C++ on Fefora 7. Ktended configuration language
parser is developed usitigxml [74]. The Group Policy Engine module makes us&\&fTLINK sockets to

manipulate IPsec SPD and SAD. A reference implementatic®@®I from Cisco is used for the Group
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Internet Key Exchange module.

In the next sections, we will give a detailed introductioreath component in the architecture.

6.3 Extended Configuration Language

A full-fledged control system configuration language likeoStation Configuration Language (SCL) pro-
vides a global view of the whole control network. It not onlgfiles data structures, functionalities and
default values of control devices’ parameters but alsoiipstetwork topology and communication asso-
ciations between devices. By analyzing a configuration \file can obtain all information about multicast
applications within a power substation network, includimgtwork information for multicast, publisher-
subscriber associations and multicast message sourcegmglodd data structures.

To support secure multicast, especially IPsec-basedaasttithe configuration language needs to be ex-
tended for more information, including: 1) credentialst{@ir references) required for group key exchange;
2) additional networking entities which facilitate secemmmunications, like a group key server.

As an application-specific process, configuration extenk&avily depends on the configuration mech-
anisms and the configuration file format. For those strudtamed standardized configuration languages,
such as SCL, a number of XML-based security specificatiodscanfiguration tools can be integrated for
IPsec policy specification [47, 76] and credential desicni)8].

In this work, we base the implementation on SCL. We show thiension to the network configura-
tion to raise GOOSE messages to the network layer, the attegrof security information, especially the

credentials used for group key exchange, and the spedaficafithe group control and key server.

6.3.1 Communication Interface

As introduced in Section 2.3.1, SCL provides the elen@mhmunication and its child elements lik€on-
nectedAP (connected access point) for describing all informationudtthe network connections between
IEDs. It includes the parameters of a control device’s netwaterfaces, like the IP address, the subnet
address and the gateway address, and multicast netwonk@@ns like the link layer multicast addresses
(MAC) for GOOSE applicationgtc. To support the network layer GOOSE messages, we extentlotie
nectedAP element and enable the IP multicast configuration.

Figure 6.4 shows the parts of the extendtinectedAP element. It specifies the network interface of a
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protective relay nameiED1. The IP address and the IP network information are specifi&€thie 4 through

1 <Communi cati on>
2 C
3 <Connect edAP apNanme="apl ED1" desc="Tri p Publisher AP" iedNane="|EDl">
4 <Addr ess>
5 <P type="1P">192. 168. 1. 20</ P>
6 <P type="I P- SUBNET" >255. 255. 255. 0</ P>
7 <P type="1|P- GATEWAY" >192. 168. 1. 1</ P>
8 .
9 </ Addr ess>
10 <GSE cbName="gcbTri p" |dlnst="PROT">
11 <Addr ess>
12 <P type="1P">224.0.0. 4</ P>
13 .
14 <! --<P type="MAC- Addr ess" >01- 0C CD- 01- 01- 46</ P>- - >
15 </ Addr ess>
16 </ GSE>
17 </ Connect edAP>
18

19 <Communi cati on>

Figure 6.4: Extended Multicast Network Configuration

9. The original purpose of thieddress element is to describe the IED’s ACSI interface using OStqarols
stack. In SecureSCL, it is also used for IPsec multicast. GH&E module uses this address for running
group key exchange protocol. If the IED works as a publish¢hé whole network and launches a multicast
group, the outgoing multicast packets will be encapsulagidg IPsec with the source address specified by
this element192.168.1.20 in this example.)

The elemenGSE is designed for publishing GOOSE messages. Ez8h is used for one GOOSE
application and an IED may have multigsSE elementsij.e. an IED is able to publish more than one type
of GOOSE message&SE is associated with one logical device’s GSE control bloekthis example, it
describes the multicast network interface for the logi@lice PROT’s control blockcbName. Usually, a
MAC address is used for a GOOSE multicast group (Line 14).al®erGOOSE to the network layer, we
revise the original design and replace the MAC address w@ttass-D IP address (Line 12). This will be the
IP multicast group address for all subscribers. The grounraber G will also use this address for group

membership management.

6.3.2 Security Extension for Credentials

IEC 61850 is focused on power functionalities and utilityroounications. It neither addresses the security
of network communication nor provides sophisticated meismas for specifying security information. To

enable secure multicast, especially IPsec based multiwasixtend SCL by integrating security credentials
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description intoAccessPoint elements.

We make use of the elemeHReyinfo , which is defined in XML Signature [8], to describe security
credentials. The elemeReylinfo is an optional element in the XML Signature specificatioreriables the
recipient(s) to obtain the keys needed to validate the sigaaKeyInfo may contain keys, names, certificates
and other public key management information. Since the XNyn&ure is one of the most widely used
standards for XML cipher processingeyinfo also becomes the de facto standard for cryptographic key
description in XML.

Figure 6.5 shows the security extension to the eleni&btin SecureSCL. An access point is a logical

communication interface of an IED’s logical devices to astation network. The information about its

1 <IED nane="|ED1" type="Securel ED' desc="Protective Rel ay">
2 <AccessPoi nt nanme="apl ED1" desc="Trip Publisher AP"'>
3 <Server >
4 <Aut henti cati on certificate="true” none="fal se" strong="true"/>
5 .
6 <GSEControl appl D="Tri pGoose" dat Set="dsTri pLogi c" nanme="gcbTrip"/>
7 </ Server>
8 <ds: Keyl nfo |d="1EDlcert">
9 <ds: X509Dat a>
10 <ds: X509Certificate>HX. ..</ds: X509Certificate>
11 </ ds: X509Dat a>
12 </ ds: Keyi nf 0>
13 </ AccessPoi nt >
14 </IED>

Figure 6.5: The Extension of Security Credentials

underlying physical network ports and network protocolglégined in the element afonnectedAP (see
Figure 6.4). We insert the elemexiyinfo as a child element ofccessPoint (Line 8 through 12) so that it
can serve all communication protocols via this access plrirthis example, an X509 certificate is embedded
into the configuration file. It can be used for group key negimtn in multicast applications. SCL defines
a child elementuthentication (Line 4) for the elemenserver. It is used to indicate the authentication
mechanisms used for the access to the data services wigether. However, SCL does not provide any
explanation about how to use it orimplement it. In Secure 3 take advantage of the element to indicate

that certificates are used for authentication.

6.3.3 Group Controller & Key Server

To support group key management and implement the arahigeproposed in Section 6.2.2, we create an

element name@&CKS in the extended SCL to describe the group controller and &exes.
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Figure 6.6 shows the parts of an extended SCL file with theneide of the elemenGCKS (Line 6

1 <SCL xm ns="http://ww.iec.ch/ 61850/ 2003/ SCL
2 xm ns:sscl ="http://seclab.illinois.edu/ SecureSCL"
3 xm ns: ds="http://ww. w3. org/ 2000/ 09/ xm dsi g# ...>
4 <Conmmuni cat i on>
5 <SubNet wor k nane="TVASecSubnet" type="SecSubnet">
6 <sscl : GCKS desc="G oup Controller and Key Server" |d="CCKS1l">
7 <Addr ess>
8 <P type="IP">192. 168. 1. 2</ P>
9 </ Addr ess>
10 <sscl: G KE>
11 <sscl : GroupPr ot ocol >GDA </ sscl : G oupPr ot ocol >
12 <sscl : Port >848</ sscl : Port >
13 </ sscl : G KE>
14 <ds: Keyl nf o | d="GCKS">
15 <ds: X509Dat a>
16 <ds: X509Certificate>M...</ds: X509Certificate>
17 </ ds: X509Dat a>
18 </ ds: Keyi nf 0>
19 </ GCKS>
20 .
21 </ SubNet wor k>
22 </ Communi cat i on>
23 -
24 </ SCL>

Figure 6.6: The Element @CKS

through 19). Because a group key server usually serves tbiewshbstation network, we set it as a child
element ofSubNetwork. The element is comprised of three parts. First of all, and&ess is assigned
to the group controller (Line 7 through 9). All group membeti#i use this address for running the group
key exchange protocol with the group controller. Seconallgarticular group key protocol is specified in
Line 10 through 13. The architecture in Section 6.2.2 doésewstrict the type of group key protocols and
multiple options are allowed. In our work, we choose the G@h its default port number 848. Finally,
the group controller’s X509 certificate is embedded fromeldd through 18.

The extended SCL files provide sufficient support of securkicast configuration at the network layer.
In the next section, we will focus on the application layee Wl show how to derive multicast groups by
setting up publish-subscribe relationship and identgyialid publishers and subscribers from functional

configurations.

6.4 Multicast Modeling Based on SCL

In this section, we show how to map the SCL data object modiiganulticast model and derive multicast

groups. We don'’t change or extend the SCL specification ferdtep although more efficient and error-
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resistant mechanisms could be introduced to SCL. Basedeatettived multicast model, we implement the
anomaly detection algorithms discussed in Chapter 5. ié¢iméiguration verification fails, the configuration
should be reviewed and corrected. Otherwise the initidlrr@del will be used by the Group Policy Engine

to configure the group key exchange protocol.

6.4.1 Ownership

An |IED can be considered as a combination of logical nodestlagid data objects. According to Defini-
tion 4.1, all logical nodes and their data objects shouldviaesal by the hosting IED.

Figure 6.7 shows the data structure of a protective relay dlamentDevice defines the visible and

1 <IED nane="|ED1" type="Securel ED' desc="Protective Rel ay">
2 <AccessPoi nt nane="apl ED1" desc="Trip Publisher AP"'>
3 <Server >
4 -
5 <LDevi ce inst="PROT">
6 -
7 <LN inst="1" I nC ass="PDI S" | nType="1ED1-PDl S- Type"/>
8 <LN inst="1" | nC ass="PTRC" | nType="1EDl- PTRC Type"/>
9 </ LDevi ce>
10 </ Server>
11 </ AccessPoi nt >
12 </IED>
13 ...
14 <Dat aTypeTenpl at es>
15 ...
16 <LNodeType i d="1ED1_PTRC Type" | nC ass="PTRC'>
17 -
18 <DO nane="Tr" type="t PTRC Tr Qp"/>
19 <DO nane="0p" type="t PTRC Tr Op"/>
20

21 </ Li\bdeType>
22 </ Dat aTypeTenpl at es>

Figure 6.7: Ownership in SCL

accessible logical nodes within an IED. In this example, [EB “owns” two logical nodesPDIS1 and
PTRC1 (Line 5 through 9). The data objects of these two logical sathn be identified by checking their
classes. Besides, the logical nodes can be can customizbé lemenDataTypeTemplates (Line 16
through 21). By checking these definitions we can derive theeoship relation between IEDs and data

objects.

6.4.2 Publication

Figure 6.8 shows an example of GOOSE configuration in SCLhEB&evice element within anED has
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<| ED nane="|ED1" type="Securel ED' desc="Protective Rel ay">
<AccessPoi nt name="apl ED1" desc="Trip Publisher AP"'>
<Server >

<LDevi ce i nst="PROT" >
<LNO | nCl ass="LLNO" | nType="1EDL-LLNO- Type">
<Dat aSet nane="dsTri pLogic">

OCONOURAWNPE

<FCDA daNane="general " doNane="Tr" ... ldlnst="PROT" |nlnst="1"/>
<FCDA daNane="t" doName="Tr" ... Ildlnst="PROT" |Inlnst="1"/>

10 <FCDA daNane="general " doNane="" ... ldlnst="PROT" |nlnst="1"/>

11 <FCDA daNane="t" doName="Qp" ... ldlnst="PROT" |nlnst="1"/>

12 C

13 </ Dat aSet >

14 <GSECont rol appl D="Tri pGoose" dat Set="dsTri pLogi ¢c" nane="gcbTrip".../>

15 </ LNO>

16 .

17 </ LDevi ce>

18 </ Server >

19 </ AccessPoi nt >

20 </ ED>

Figure 6.8: Publication in SCL

a LLNO logical node (Line 6), which represents common data andifestof a logical device. It usually
contains a number @ataSet elements. Th®ataSet represents a collection of data attributes from multiple
data objects, which could be the message payloads of a GO@S&age (Line 7 through 13). Eae@DA
element within thedataSet specifies the detailed information about these data atésbu

LLNO also contains an element GSEControl, which specifies the parameters of a GOOSE application
using the element’s attributes. One important attribut&iSet, which indicates which data set is published
by the GOOSE message. In this example, the datdsJeipLogic should be published as a payload of the
GOOSE message. Using theme attribute of theED, AccessPoint andGSEControl, we can associate the
application layer configuration with the network layer paeders in theCommunication and corresponding
ConnectedAP elements.

In summary, based on above configuration information, wedeaive: IED1 publishes the data object
setdsTripLogic using network layer GOOSE messages. The source addresshopaeket is192.168.1.20

and the multicast destination addresg44.0.0.4.

6.4.3 Consumption & Subscription

According to the assumptions in Section 4.3.1, if an IED nexsua number of data objects which are
published by a GOOSE message, the IED has to subscribe talttiegiion. Such feature is realized by the

elementdnputs andExtRef.
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Figure 6.9 shows parts of SCL configuration®b2, a switchgear which hosts a circuit breake€CgR,

<| ED name="1ED2" desc="Sw tchgear" type="Securel ED'>

1

2 .

3 <AccessPoi nt nane="apl ED2" desc="|ED2 GOOSE Tri p Subsriber AP">

4 <Server >

5 <LDevi ce inst="CTRL">

6 <LN desc="Circui tBreaker" inst="1" | nC ass="XCBR' | nType="1ED2- CTRL- XCBR' >
7

8

<l nput s>
<Ext Ref daNane="general" doName="Tr" iedNane="I|EDl" |dlnst="PROT" .../>

9 <Ext Ref daNane="t" doName="Tr" iedNane="|EDl" |dlnst="PROT" .../>
10 <Ext Ref daNane="general " doName="Op" iedNane="I|ED1" |dlnst="PROT" .../>
11 <Ext Ref daNane="t" doName="Op" iedNanme="|EDl" |dlnst="PROT" .../>
12 </ I nput s>
13 </ LN>
14 <\ LDevi ce>
15 <\ Server>
16 <\ AccessPoi nt >

17 <\IED>

Figure 6.9: Subscription in SCL

Line 6). The logical nod&XCBR on IED2 requires four data attributes (data objects in théicast model)
from IED1. This consumption/subscription request is digmtby the elementsiputs andExtRef from Line
7 through 14.

By searching the configuration file for the required data asj@and attributes in thExtRef elements,
the subscriber should be able to locate the IED which pubdidihe data. By the relevant elements in
Communication andConnectedAP, the subscriber can figure out the multicast group it shanitd

In summary, we can set up the publish-subscribe model fraginat SCL files, and then run the
anomaly detection algorithms to correct configuration akiss or even improve the functional design.

On the other side, after loading the configuration file, an & get all necessary information about
the multicast group, including the group controller, thetpcol used for group key exchange and relevant
security credentials. It is also assigned an IP addreshéogtoup key exchange. If the IED is publisher,
it is also assigned a multicast address for launching a cagltigroup. If it is a subscriber, it can join the
group immediately. The group controller can get the infdramalike the number of multicast groups, the
valid members of each group, and the multicast address @r g@up. By running group key exchange
protocol with each member, it can authorize entities theesgrivileges to particular groups, or reject
joining requests by terminating group key exchange session

Thus the system achieves the automatic multicast groupgroafion at the network layer by the infor-

mation from the application layer and mitigates the riskmafoinsistent configuration due to human errors.
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It significantly improves the system efficiency.

6.5 Group Key Management

6.5.1 Group Policy Engine

The GPE transforms the multicast model to group authodmagiolicy and traffic policy. Authorization
policy specifies which entity or IED can join the group andrstgroup keys. It is used by group controllers
for group membership management. Traffic policy is used forea security services, such as signing and
verifying signatures, on individual packets. It is usuait up after the GIKE module finishes a group key
exchange. Traffic policy is queried by the SMM module whes fiiocessing multicast packets.

The functionalities of the GPE modules 6hand P(or S;) are different. OrG, the GPE module works
as a group authorization center. Given the multicast madalready verified during the design phase, the
GPE transforms the model to a configuration file recognizabtee GIKE (GDOI), and invokes the GIKE
module listening to group key negotiation requebts,group join request. After loading the file, the GIKE
module has a big picture of all multicast groups. If an IEDdsea join request to a wrong group, the GIKE
will reject the request by terminating the group key excleapigptocol.

The functionalities of the GPE modules on group members @mgearatively simple since it is unnec-
essary for a group member to know all groups. The GPE on grambrers invokes the host starting group
key negotiation with the group controller. Based on the gumréition information from application logic,
the GPE and GIKE module oR generates traffic policies for outgoing packets, while trelules onsS;

consider traffic policies for incoming packets.

6.5.2 Group Internet Key Exchange

The GIKE module is a protocol used for group membership aigation and group key management. In
this paper, we have borrowed the idea of a multicast groupnkayagement architecture from [29] and
[9], and take advantage of the GDOI [10], a centralized roa#ti security and key management protocol,
to perform the task. As a mature protocol, the GDOI is integtavith IPsec protocol suite smoothly,

which makes the system design and implementation easy ficieémf Because the network topology of a

substation network is relatively stable and the group mesiagely join or leave the group when the system
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is running, we argue that the GDOI is competent to handlemkay management in this case.

We now outline the group and key management flow in more detail

* Initialization: GPE onG sets up authorization policies, configures and invokes GtklBad required

credentials from extended SCL configuration files and lisbeloin requests.

e Join: GPE onP or S; invokes GIKE to join a multicast group with the group infortioa and the
required credentials. GIKE starts the group key exchangeopol with G and sets up Registration
SA. Upon receiving and authenticating a request, GIKEChbigueries GSPD to check if it is an
authorized member or not. If itis, Data SA and Rekey SA areigetnd session keys are distributed.

Otherwise the request will be rejected and the key exchariltybait.

» Key update Key update messages are generated and operated by GlKMaigally. The update
interval should be specified in the security extended cordign files and configured by GPE. There
are two ways to refresh session keys: unicast and multiBgghe unicast way(+ has different Rekey
SAs with each group member and pushes refreshing keys tp gnembers individually. The unicast
key update is convenient for members leaving and revokingmlper just by removing correspond-
ing Data SAs and Rekey SAs, and update GSPD. However, it & thakeep GSAs synchronized
especially in a large group. The multicast key update isieffidor GSA synchronization. But it is

challenging to guarantee that revoked members cannotsattieegroup any longer.

» Leaveand Revoke Usually, a group communication system needs to handlesthesiof member
leave and revocation. In control networks like power sutfistanetworks, however, the number of
control devices and the network topology is almost fixed flumay period time. Once such a network
is initialized, it rarely changes. Therefore, the eventedveand Revokealmost never occurs. Se-
cureSCL is based on static group configurations. The grothmémation is determined during the
design phase. Once the system enters the running phasesweethe group membelise. IEDs,
will work stably for long time. Therefore, although the GD@rbvides methods like de-registration

for dynamic group member management, SecureSCL does net nsakof it.
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6.6 Secure Multicast Module

6.6.1 IPsec-based Multicast

We have based our design on the IPsec protocol suite. |Pgbernmantations on most off-the-shelf operating
systems are able to protect multicast packets nativelyIb, If the destination IP of an IPsec packet is a
multicast address, hosts joining the multicast group withrapriate SAs and SPs are able to deliver the
packet. Such mechanism avoids the packet replication twaire in the hub-and-spokes schemes like [12]
and [69], and guarantees all recipients can receive theagessmultaneously(see Chapter 7 for details).

We have discussed the limitations of some link layer secwdtutions, like IEC 62351 and IEEE
802.1AE in Section 3.1. In this section, we focus on the athges of IPsec based multicast and justify
the reasons why we choose IPsec in this work.

The IPsec protocol suite is a mature and sophisticatedisol@ibr secure data communication and
key management. As mentioned in [11, 85], IPsec and IKE haesm implemented on nearly all modern
operating systems and used widely by security communifiégre are a number of third-party interfaces
and toolkits to configure and manage IPsec. IPsec has umieegdegree of formal analysis demonstrating
that it preserves a variety of security properfies.

IPsec-based multicast is able to support critical multieggplications across wide area networks like
Phasor Measurement Unit (PMU) applications [56] and GOO®Esages between substations or between
substations and control centers [34, 37]. This enablesaime grotocols to be used for both local security
and security over multiple networks and avoids complicatechpsulation or tunneling (for example, L2TP
is used in IEC 61850-90-1 for inter-substation GOOSE).

Additionally, our experiments in Chapter 7 show that IPsedticast is adequately scalable and efficient,
maintaining latencies well below the 4ms target for sulstatof increasing sizes.

One debate of deploying security protocols like IPsec irc@gss control systems is whether micro-
processor based control devices are competent to cryplogreomputation. Actually, up-to-date IEDs,
especially those IEC 61850 enabled IEDs, are full-fledgestiesys with strong computing and networking
capabilities. They can get steady power support and reliabtwork connections by strengthened network
devices. Therefore, it is not a big challenge for this cldssoatrol systems to utilize sophisticated security

technologies like IPsec.

3Actually IKEv1 was shown to have significant vulnerabilitjevhich were then mitigated in IKEv2
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6.6.2 Individual Source Authentication

In the architecture, individual source authenticationdkieved by a cross-layer source authentication ap-
proach. According to security extended configuration fil@BE is able to determine all network layer
parameters of multicast applications, including the seuie address of publisheP, the source IP ad-
dresses of all subscribét; and the group multicast address. By configuring GIKE and inqhthe group
key exchange protocol according to the above informatiba,architecture sets up GSAs of each group
member by unique source IP addresses for each group seassitgiation. Because main stream IPsec
implementations enforce that the source IP addresses gbiogtIPsec packets must match the local host
IP address and IPsec SP selectors, it guarantees eachilseihSconly delivers multicast packets from the
authentic publishe”. In the case that one encrypted publisher hosts multiplécapipns, we assign a
unique multicast address for each application. Considdhe fact that there are usually tens or hundreds
of multicast applications in control networks like subistatnetworks, this approach is competent to cover
most scenarios. Thus, individual source authenticatiepésified in the application layer and implemented

in the network layer.

6.6.3 DoS Protection

Relying on IPsec’s authentication features, IPsec muitisaesilient to some DoS attacks from the transport
layer. For example, because TCP control packets are aighisut in IPsec, DoS attacks that depend on the
use of TCP control messages can be mitigated. By enforcagadilicies in GSPD, group members are able
to discard some trivial flooded data packets. Actually |IRs®wides protection at network layer and all
layers above it.

DoS attack is also a crucial threat to IPsec/IKE and multiaethe network layer [33, 55, 19]. Academic
and industrial communities already propose a number of Esflient solutions [24, 1, 75, 49] to mitigate
DoS attacks in these areas, including replacing DoS-vabielKEv1 with IKEv2, which does not perform
much processing until it determines if the requester catiggaate in a round trip communication. The
GDOl is a potential DoS attack target since the group keygamitis still based on IKEv1. IETF is working
on a new group key management protocol based on IKEv2 [63thwiartially addresses the problem.

There is an additional concern about duplicated GOOSE messd@8ecause GOOSE does not require

acknowledgements from the recipient, the sender repeatkngeduplicated GOOSE messages to achieve
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the reliability. If each duplicated message need to be sifyeeified or encrypted/decrypted, the computa-
tion overhead on the senders and the recipients would belleroipa This problem needs to be explored

further.

6.7 Case Study: TVA Bradley IEC 61850 Substation

Based on an experimental configuration for TVA Bradley IEG®1 substation, We develop a case study to
demonstrate the usability of SecureSCL. It shows how S&Tirederives group associations, sets up IPsec
multicast tunnels, and implements timing critical mulsican a substation network.

The Bradley 500-kV substation is the first fully automatediltinvendor project in the United States
to implement the full suite of IEC 61850 communications [6&] integrates nearly 50 IEDs from three
vendors. 34 IEDs are involved in GOOSE communications. Miaa@ 40 multicast groups transmit more

than 400 data objects. Itis a typical IEC 61850 deploymeittimnsmission power substation.

6.7.1 Substation Configuration in SecureSCL

Our case study is based on a trimmed and revised Bradley coatiign. It is actually the practical formation

for the motivation example in Section 4.1. Figure 6.10 shtivesetwork topology of the case study. In the

Switchgear1 Switchgear2 Switchgear3 Switchgear4

Figure 6.10: Case Study: A Portion of TVA Bradley Substation

rest of this section, we will introduce the case study basethe Appendix.
Six IEDs are connected by a 1Gbps Ethernet LAN (Line 14 and Tisd of them are protective relays
(Line 90 and 121) and the rest are switchgears (Line 154,28%5and 247). Each relay has a logical device

PROT (protection, Line 94 through Line 114 f&elay1)*, which consists of two logical nodeBDIS repre-

“We takeRelay1 as an example to illustrate protective relays.
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senting the distance protection scheme (Line 112) FAmRIC representing protection trip conditioning (Line
111). The combination d?DIS’s logical nodeOp andPTRC'’s logical nodeTr is usually the main part of a
TRIP command (Line 97 through 100 f&elay1). In the case study, we only put the data attribyseeral

in GOOSE. In a real system, some meta information like the-tamp and the quality are transmitted too.
Each relay has a logical nod&GI0 (Line 113), whose data objects can be mapped to a varietyyiqzd
parameters like voltage volts of a transformer. In this ceeGGIO on Relayl has two data objectad11
andind12 representing two indicators for power grid status (Line fi@@ugh 107). The attributstval is
the value of the status data. Each relay sets up two GOOSEagessise. two multicast groups: one for
the TRIP command (Line 108) and the other for the status update (L08¢. I'he payloads of the messages
are defined in the elemerimtaSet (Line 96 through 107) and the application layer descriptibthe mul-
ticast is specified it6SE element. The network configuration of the relays and theiQS8 messages are
defined in the correspondin@onnectedAP elements (Line 30 through 42). Tke®nnectedAP also defines
the multicast addresses for the publisher (Line 37 and 40).

Each switchgear has a logical devic@RL (Line 158 through 178 foswitchgearl ® which consists of
a single logical nod&CBR representing circuit breaker (Line 160). Ea6bBR monitors arRIP command
and a status update message. The data requirements arel diefimeuts and ExtRef elements (Line 161
through 170). Their network information, like IP addresseslso defined in correspondi@pnnectedAP
elements (Line 60 through 65). All IEDs’ security credelstibke X509 certificates are specified by the
elementkeyinfo (Line 180 througth 180) and put in th&cessPoint element.

Both the relays and the switchgears have some data objeettributes, which are not published by
GOOSE. For example, each switchgear has a data obgactndicating the switch position (Line 171
through 176), but this data is not transmitted.

A group controller and key servésS is introduced to the system. It is defined in the new elerzKs
(Line 16 through 29), including network parameters and enéiels.

This SecureSCL based SCD file is loaded by all emulated IEQgt@ group controller in the tested.
Multicast model is derived from the configuration and transfed to authorization policies or the configu-
ration of the underlying group key exchange protocol (GD®br IEDs, they obtain the group controller's
information like the certificate, and run the group key exad®protocol to set up GSPD and GSAD for

traffic regulation and security.

*We takeSwitchgearl as an example to illustrate switchgears

69



6.7.2 Discussion of Configuration Anomaly Detection Algothms

For an anomaly detection algorithm, one of the most imporegaluation criteria is the rate of false positive
or false negative. To get this data, we need a number of besr&h8CL files, especially those from real
IEC 61850 substations. Unfortunately, IEC 61850 is a famedyv specification for substation automation.
It is very hard to get sufficient benchmarks. The SCD file of TBadley substation is already used in
the production system. It has undergone extensive inagiigand analysis and a number of configuration
mistakes have already been detected by manual check. Saanmetcprovide solid data about the false
positive or false negative rate at the moment. However, wimskert artificial mistakes in our benchmark
SCD file. SecureSCL detects all of these anomalies suctigssfu

Another issue is the scalability performance of the alpang. To test the performance of SecureSCL
and the algorithms, we deploy SecureSCL on a PC running &é&faiith Intel Core 2 Duo E6600 @ 2.4GHz
and 2GB memory, and measure the latency of using each aegtedtjorithm to check the whole multicast
model derived from the benchmark SCD file. For each algoritwe run 1000 times and get the average
latency. Since the system usually needs warming up ex@s,tiee also measure the latency for the first run.

The result in Table 6.1 looks encouraging. Inthese 6 obgauisl9 data objects benchmark system, the time

Anomalies Ownership | Publication | Source Data

Anomaly Redundancy| Anomaly Dissatisfaction
First Run (us)| 39.7 45.4 384 54.3
Ave.(us) 28.3 38.2 15.9 59.3

Table 6.1: Performance of Anomaly Detection Algorithms

used to check the whole model is less than 200 micro secormsidering the time complexity analysis in
Section 5.2, we can extrapolate that the algorithms is dagdihandling regular power substation multicast
systems efficiently.

In summary, SecureSCL is practical and efficient for securkticast configuration and initialization for
power grid communications. It can detect multicast confijan anomalies with the tolerable time latency.
The detection algorithms’ efficiency in terms of the ratealfé positive or false negative need to explore
further. In the next chapter, we will study the latency parfance of IPsec based multicast, which is another

corner stone of the reference architecture.
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Chapter 7

Performance Analysis of IPsec-based
Multicast

In this chapter, we test the idea of using IPsec to securaaasitfor medium scale LANs like power substa-

tion networks. We discuss three candidate schemes for s multicast: full-graph, hub-and-spokes
and native IPsec multicast, focusing on the issues of Isgtermmmunication overhead, and management
burdens. Based on a commodity implementation of IPsec, sigiexperiments to compare the two popu-
lar schemes. The result shows “native IPsec multicast” iie gaealable and efficient, maintaining latencies

well below the 4ms target for substation networks of indregsize.

7.1 |IPsec-based Multicast Schemes

In this section, we compare the three IPsec based multichstrees by studying their features for a general
multicast group. We mainly study the overhead or latendgihce between different schemes.

We assume the size of the multicast group.ig\ll group members including additional network devices
have the same computation capacities and the same cryphagralgorithms are chosen for the study.
Finally, we assume there is only one sender in a single seasio the rest of group members are recipients

only.

7.1.1 Full Graph Scheme

IPsec is originally designed as a suite of point-to-poird pairwise security protocols. A straightforward
solution for secure multicast is thell graph schemeavhere tunnels are set up between each pair of group
members by running IKEv1 or IKEV2. Figure 7.1(a) shows thesttative diagram of the full graph scheme.
This solution requires- (n — 1)/2 “tunnels”. Each group member maintains— 1 pairs of security
credentials, like IPsec SAs and SPs, forithe 1 IPsec tunnels to other members. To multicast, or actually

broadcast a message within the group; 1 duplicated messages are sent, one for each recipient. 8ecau
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it is actually a multi-unicast system rather than a true icalt system, the sender sends the message se-
guentially and all recipients deliver the message in theiwod the time when each unicast message is sent.
That is, the recipients cannot receive the messages simgoliialy. Thus, the extra “intrinsic” delay will

be introduced and the delivery latency to the last recipienie longest. Since in a substation network,
every recipient may play an important role in power protattisuch a delay is a serious risk to the system.
Therefore, the full graph scheme cannot guarantee thechateguirement for critical messages in power

grid networks.

7.1.2 Hub-and-Spokes Scheme

The hub-and-spokes schen®ea classical solution supporting point-to-point or hgpHop security tun-
nels [69, 13, 12]. It take advantages of a network hub (“humbshort. We call it “network hub” to empha-
size it works at the network layer) which is connected to edlup members via IPsec tunnels. Messages
are routed to the network hub through the “upstream” tunnédlthen relayed to the recipients through the
“downstream” tunnels. Figure 7.1(b) shows the illustmatilagram of the hub-and-spokes scheme.

Like the full graph scheme where only point-to-point IPsewiels are used, the hub-and-spokes scheme
also transforms a multicast message into multiple unicastsages. The sender replicates outgoing mes-
sages with different destination addresses. By apprepnatwork and IPsec configuration, all messages
are tunneled to the network hub and then forwarded to theesponding tunnels based on the messages’
destination IP addresses. Because the forwarding ope@tiy occurs at the network layer, it is transparent
to upper layer applications. The network hub is also unawbegplication logic.

The scheme requires tunnels. The network hub needs to star@airs of security credentials, while

each group member only needs to store one pair of securibgiations with the network hub. Like the full

Virtual Tunnel

O ®

(a) Full graph (b) Hub-and-spokes (c) Native multicast

Figure 7.1: IPsec-based Multicast Schemes
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graph schemey — 1 duplicated messages are required to transmit one messageexira latency due to
the sequential message delivery is also introduced. Beausiessages are forwarded by the network hub,
one more hop is added. Although centralized topology andraddiration can better support desired group
partition and audit, it is a challenge to scalability. Oupesiments show the performance is downgraded as
the network scale increases.

Copy-and-Forwardis a hybrid approach between a full graph scheme and a huisfaiges scheme
in which a root node reproduces a single message from thesand relays duplicates to a collection of
other nodes which further distribute the message by makaggpg and forwarding it according to a suitable
scheme such as a spanning tree. While this trades off bettheeadvantages and disadvantages of the
two extreme cases, it has the disadvantage of being rdlatieenplicated and possibly adding to latencies
because of multi-hop deliveries. This method is probablypnactical for substation networks in short term

and we do not consider its performance here.

7.1.3 Native IPsec Multicast

IPsec implementations on most off-the-shelf operatingesys are able to protect multicast packets directly.
If the destination IP of an IPsec packet is a multicast addiebost, which joins the multicast group and has
appropriate SAs and SPs, is able to deliver the packet. A&enHimulticast encapsulation avoids the packet
replication that occurs in the previous two schemes. Thd mgsortant advantage is that all recipients can
receive the message nearly simultaneously and no extreciate introduced since it is a true multicast.
This feature is significant for timing critical messagesgufe 7.1(c) shows the illustrative diagram of the
native IPsec multicast scheme.

In contrast to the previous two schemes, the downside of dkieenlPsec multicast is the complicated
group key exchange. Because the group keys and credentalscuired to share among group members,
the pairwise IKEv1 and IKEv2 protocols, which are designeddoint-to-point security, cannot be used
directly. Although a number of group key management prdtoece already proposed by the academic
community [65, 14, 81, 6, 4], they are too complex to deplog. tHis work, we take one of the most
convenient solutions, the GDOI (see Section 2.4.2) andogieplgroup controller and key server for a
substation network.

The introduction of the key server does not change the fesitofrdata flow. In this scheme all hosts share
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onevirtual tunnel Since each IPsec packet is a multicast packet, no duplicetineeded and the recipients
can deliver messages directly and simultaneously. Duestoetsiriction of existing IPsec implementations,
each group member needs to maintain one set of securityrti@defor outgoing packets and— 1 sets
of security credentials for incoming packeii®. 1 key for outgoing packets and — 1 keys for incoming
packets. The details of IPsec configuration for native roadti are shown in Section 7.3.1.

Table 7.1 summarizes the features of the three schemes. Mgeeathe sophisticated native multi-

Scheme Keys on each | Duplicated Delay | Hops Au_x. Group key
member messages devices protocol
Full graph 2-(n—1) n—1 Yes 1 - No
Hub-and-spokes 2 n—1 Yes 2 Hub No
Native multicast n 1 No 1 Key server Yes

Table 7.1: Comparison of IPsec based Multicast Schemes

cast scheme has the best performance in terms of the bahdugdge and the transmission latency. The

experiment results in Section 7.4 prove that.

7.2 Process Control Emulation System

To compare the performance of the hub-and-spokes schemthanthtive multicast scheme, we design
a Process Control Emulation System (PCES) for emulatingtatibn multicast messages. The messages
behave like GOOSE messages in the network layer and we eal @BOOSE-likemessages.

PCES is actually an application layer emulator, as well asréfopmance testing tool. It encapsulates
messages in UDP unicast or multicast packets with IPsec aabumes round trip latencies. The manip-
ulation of IPsec SAD and SPD is supported by the testbed (eetio8 7.3.1) and transparent to PCES.
PCES has two versions: PCES-HSBup-andSpokes) designed for the hub-and-spokes scheme and PCES-
MC (MultiCast) for the native IPsec multicast. Both of them are writte@/C++ and deployed on Linux

platforms.

7.2.1 PCES for Hub-and-Spokes

PCES-HS transforms multicast messages into multiple aniceessages. Each host in PCSES-HS is as-

signed an ID. The sender in PCES-HS sends requests one by tmeascending order of recipients IDs.
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Each request is wrapped in UDP packets with individual wstitR addresses to all recipients. The times-
tamp of each request is recorded when it is being sent. Adétegsiving the request, the recipients will
respond with an acknowledgement message immediately. tdpeiving the acknowledgement, the sender
calculates the round trip latency to each recipient basethemecorded timestamp and the current time.
PCES-HS is not deployed on the network hub, which only maiatéPsec tunnels and forwards packets.
Because PCES-HS need send requests and process acknomdetiyeoncurrently during the early
stage of each testing run, extra latency and uncertaintgxgected. Before the sender finishes sending all
requests, it may already receive the acknowledgements tliemecipients which receive requests earlier.
This will keep the sender in busy status and some responggs e queued, which would cause extra

latency. We will discuss this problem in depth based on tlpegment results in Section 7.4.2.

7.2.2 PCES for Native Multicast

PCES-MC is designed for native IPsec multicast. A sender sahds one copy of request in UDP with a
multicast destination IP. All recipients should be ablegtoaive the request nearly simultaneously. However,
because the sender only can process one acknowledgemer tine and some acknowledgements may
be queued just like it occurs in PCES-HS; it is hard to acelyaneasure the round trip latency for each
recipient.

To address the problem, PCES-MC does not have all recipahkisowledge the request. Given that
all hosts have same computation capacity and connectedsaiitte bandwidth links, we assume they will
receive the request simultaneously and respond at the samae The duration, from the time when the
sender sends the request to the time when all recipientvedbe request and get ready to respond, is just
the application-to-application communication tintefined in IEEE1646 [72]. PCES-MC picks only one
recipient randomly to respond to the request, and only dsctre timestamp for this acknowledgement.
All remaining recipients will discard the request and keiggns. Thus the sender only need process one
acknowledgement for one session and will not be overwhelr@edsidering the minor difference between
group members, the test will be repeated many times (100&stper round) to measure the latencies from
different recipients. This sampled round trip latency noeasent method can collect precise latency data
and eliminate uncertain delay. We expect the latency willincrease as the network scale grows and the

standard deviation is small.
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7.3 Testbed Setup

7.3.1 IPsec GSA/GSP Configuration

Before setting up the testbed, we first show how to configuBetPSecurity Association (SA) and Security
Policy (SP) for multicast communications. We call such SA &® Group Security Association (GSA) and
Group Security Policy (GSP) respectively.

Figure 7.2 shows two GSA examples on a host with the IP addfes$d.4. Line 1 through 5 defines a

[1] src 10.1.1.4 dst 224.0.0.4 [1] src 10.1.1.4/32 dst 224.0.0.4/32
[2] proto esp spi 0x06002999 [2] dir out priority O ptype nmin
[3] reqgid O node tunnel [3] tnpl src 10.1.1.4 dst 224.0.0.4
[4] auth hmac(shal) 0xO0d...393 [4] proto esp spi 0x06002999
[5] enc cbc(aes) 0x68. .. 7af [5] node tunne
[6] src 10.1.1.3 dst 224.0.0.4 [6] src 10.1.1.3/32 dst 224.0.0.4/32
[7] proto esp spi 0x06001999 [7] dir in priority 2080
[8] reqgid O node tunnel [8] tnpl src 10.1.1.3 dst 224.0.0.4
[9] auth hmac(shal) 0x47...953 [9] proto esp spi 0x06001999
[10] enc cbc(aes) Oxfb...b86 [10] nopde tunne

Figure 7.2: Group Security Associations Figure 7.3: Group Security Policies

GSA for outgoing packets. The original packet will be encdgied intunnel mode using th&SP protocol
with a source IP of the local host and a multicast destindfanf 224.0.0.4. The packet will be authenticated
using HMAC-SHAL and encrypted usingES(CBC). The keys are defined in Line 4 and Line 5. Line 6
through 10 defines a GSA for incoming multicast packets frioenhiost10.1.1.3. It uses the same mode and
protocol as the GSA for outgoing packets. The keys used fiveatication verification and decryption are
defined in Line 9 and Line 10.

Figure 7.3 shows two GSP examples on the same host. Line dgthr® define a policy for outgoing
packets whose source IP is the local host and the destin&i®m®224.0.0.4. Such packets will be encap-
sulated by the GSA whose ID is specified from Line 3 throughes, the first GSA in Figure 7.2. Line
6 through 10 defines a policy for incoming packets whose &olfcis 10.1.1.3 and the destination IP is
224.0.0.4. The packets will be de-capsulated by the GSA whose ID isifspédrom Line 8 through 10i.e.
the second GSA in Figure 7.2.

We can see that each member has a set of keys used to encngigjaride outgoing packets and share
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the keys with other members. The key distribution is conagldty the key server. It is possible to use
a same key for all members. In reality, most main stream IRaptementations enforce that the source
IP address of an outgoing IPsec packet must be same as thédstdP address and IPsec SP selectors.
Therefore individual source authentication can be achieven a same key is used within the whole group.
There are a couple of ways to set up GSA and GSP manually omatit@ally. Linux systems provide
a built-in command-line tool namextkey [43] for manually manipulating the IPsec SAD and SPD. Some
third-party IPsec key management tools likeoute2 [42] also provide command-line tools for manual
manipulations. These tools may use different underlyibgaliy interfaces. Another approach is to run
group key management tools like the GDOI [10]. In our testteedPsec performance testing, we choose

iproute?2.

7.3.2 Testbed

We deploy PCES on the DETER Testbed [18], a public facilityrfiedium-scale repeatable experiments
in computer security. The testbed consists of PCs runningntub8.04 with Linux kernel version 2.6.24
and strongSwan [71] version 4.3.0, a third-party IPsec gandition tool. Xeon Quad 3.00GHz PCs with
different size caches are assigned by the DETER Testbechadrative system. Tests show the cache size
does not affect the performance too much for our experiments

For the experiments of the hub-and-spokes scheme, SPDsfDsl@ all hosts including the network
hub are initialized by strongSwan’s IKE tool. The tool ruk€l1 between each host and the network hub
automatically when the emulated network is being initedizEach PCES-HS instance assumes it is talking
to the destinations directly, though all packets are alstdatwarded via the network hub. Considering
integrity is the main concern in substation networks, we aisleSHAL for ESP, no encryption is applied.

The configuration of native IPsec multicast schenee setting up GSAs and GSPs, are supported by a
third-party IPsec configuration toidroute2 [42]. To see the degree that the encryption computatiorctaffe
the performance, we use ba#AC-SHAL andAES for ESP.

Using DETER testbed’s GUI tools, NS2/TCL based script taold shell scripts, we specify the network
topology, install and configure the operating system, IPsteongSwan, PCES systems and credentials on
each host automatically when the assigned hosts are bodgiggrre 7.4 shows the network topology of

the 8-host experiment for PCES-HS, which is created by th& EREs GUI tool for the network topology
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Figure 7.4: 8-Host Experiment Topology in PCES-HS

design. All hosts including the network hub are connecte@ iysbps Ethernet switch. One challenge in
the testbed initialization is the testbed synchronizatian to start the experiments after all hosts finishes
initialization. For example, in PCES-HS each group memhbenot run IKE until other hosts have finished
the installation and the network hub has started IPseccgeritn PCES-MC, the experiment only can start
until all hosts finish the setup of GSA and GSP. The DETER &bfisovides a mechanism calledrrier for
synchronization. It allows programs to wait at a specifimpaand then all proceed at once. In PCES-HS,
we set the network hub as the synchronization server to cwisdall hosts and guarantee the configuration
process runs as expected. In PCES-MC, we choose a randommeruber as the synchronization server.
Although the DETER testbed usually can provide more thanfl@®PCs at one time, not all of them
are connected in a same 1Gbps Ethernet LAN. Due to some eagban we were running the experiments
of PCES-MC, we could not obtain sufficient 1Gbps Ethernetaweis for 64-host experiments and all hosts
are not located at a same DETER testbed site. So we run thesh4xperiments of PCES-MC by 100Mbps
LANSs. Fortunately, the experiment result is still posittesour research. But when we were running PCES-
HS experiments a few months before the PCES-MC experimtetsestbed did allocate sufficient resources

for us. So, all the experiments results of PCES-HS are basd®Gbps LANS.

7.4 Results and Discussion

7.4.1 Scalable Native IPsec Multicast

To test the latencies under different network scales faw@ahulticast, we create the experiments for the
network sizes of 4, 8, 16, 32 and 64 hosts respectively. |h eaperiment, we run PCES-MC 8 rounds (4
rounds in case the network size is 4). In each round, we ralydpick one sender and have others listen

and acknowledge. The sender multicasts requests peiligd{t800 sessions) in a 140-byte UDP packet

78



and recipients respond an acknowledgement with the santequbgize.

Figure 7.5(a) and Figure 7.5(b) show the latencies of ndBgec multicast from a sending host with
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Figure 7.5: Performance of Native IPsec Multicast

the network sizes of 16 hosts and 32 hosts in a 1Gbps switctiemiriet. The X-axis represents Session
No. of each round experiment; the Y-axis represents roupdatiency in the unit of microsecond. The dots
indicate the latencies from different recipients, whick eepresented by the dots in different shapes and
colors. Because we cannot gain sufficient 1Gbps switchesame LAN for the 64-host experiment due to
resource limits in the DETER testbed, we have the test, dsaseln 8-host experiment for comparison, on
100Mbps LANS (see Figure 7.5(c) and Figure 7.5(d)). Thioédata are shown in the 8* and 64* columns
of Table 7.2. A box-whisker graph using the same data is shiowigure 7.6.

According to the data, in a 1Gbps switched Ethernet, whemé#twork size increases from 4 hosts to
32 hosts, most latency are less than 200us and the longastyas less than 300us. The average latency is
less than 200us and the standard deviation is between 206ss$qsee Table 7.2). The result also shows the

bandwidth affects the latency. The average latencies fuws3-and 64-host scenarios are 466us and 495us
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Figure 7.6: Performance of Native IPsec Multicast: A CoreldiView

‘ Network size‘ 4 ‘ 8 ‘ 16 ‘ 32 ‘ 8* ‘ 64* ‘
Ave.(us) 171 | 156 | 169 | 174 | 466 | 495
Std.(us) 22.4|22.1| 259 20.8| 92.3| 102

Table 7.2: Avg. & Stdv. of Round Trip Latency for Native Muléist Scheme

respectively and the standard deviations are 92.3us angs1@&ich are much larger than the numbers in
1Gbps LANs. The data show that native IPsec multicast is ebemp in fast packets transmission even the
network bandwidth is limited. As the network size increastssperformance is not degraded remarkably.
In general, the native IPsec multicast is quite scalableedficient, maintaining latencies well below the

4ms target for substation networks of increasing scales.

7.4.2 Analysis of Hub-and-Spokes Scheme

We design the experiments to analyze the performance ofuire@ahd-spokes multicast scheme. First of all
we assign each host an ID. Then we also create the experifioernitee network sizes of 8, 16, 32 and 64
hosts respectively (Fortunately we obtain sufficient resesifrom the DETER lab for 64-host experiment).
Like the experiments in PCES-MC, we randomly pick one seffideeach experiment and have others
listen and acknowledge. . The sender sends requests patlpdb00 sessions) in 140-byte UDP multicast
packets. The recipients respond an acknowledgement vétbaime payload size.

We calculate the average round trip latency to each redipied plot the data on Figure 7.7(a). The

X-axis represents recipients’ IDs; the Y-axis represenéslatency in the unit of microsecond. Each dot
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Figure 7.7: Average Round Trip Latency of Hub-and-spokd®e8we and Native IPsec Multicast

represents the average round trip latency from the sendbetcecipient whose ID is indicated by the X-
axis. The dots for one experiment with the certain numberost lare connected by a line, naméyency
line.

Each latency line represents an experiment with certaimarktscale. We can see the lines representing
larger network scales are much “higher” than the lines gréng smaller network scalés. the latencies
increase rapidly as the network size grows. The largestigeeround trip latency increases from around
300us to 1200us as the network scale increases from 8 hadshiosts.

On the other hand, within a single experiment, the laterfcta different recipients differ quite much.
The latency lines appear as the curves, which rise rapidiyeaecipient ID increases and begins decreasing
at a particular point. This problem is caused by the hubspukes scheme, as well as the experiment
methods used in PCES-HS. We discuss the problem in detéale.be

As mentioned in Section 7.2.1, in PCES-HS the sender alwarydssrequest messages in an ascending
order of recipients’ IDs. Therefore, the smaller ID a reeiyi has, the earlier it receives the request and
acknowledges. The sender could be overwhelmed by the imgpagknowledgements before it finishes
sending requests. Extra latency and uncertainty are intext at that time. So the curve rises rapidly just
after the experiment startise. the calculated latencies to the recipients which send adenlgement early
become quite long. At a particular point, the sender sentalbiequests and start processing acknowledge-
ments only. At the moment, the latencies of the subsequestase decrease. But because some packets
may have stayed in the queue for a while, the latencies driasge.

We find, in an experiment, the latency and standard devidtimmm the first recipient are always the
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smallest (See Table 7.3) because the sender has not beermelraed by acknowledgements at that moment

| Networksize] 8 | 16 | 32 | 64 |
Ave.(us) 280 | 285 | 289 | 351
Std.(us) 33.4 | 56.9| 119 | 473

Table 7.3: Avg. & Stdv. of Round Trip Latency for Hub-and-Eps Scheme

and the first acknowledgement gets time stamped with letsténence. We can see even in the best case,
the performance of the hub-and-spokes scheme is worse Yieaage performance of the native multicast
scheme. Actually, as the network scale increases, theasthddviations of the latencies become larger and
larger. In some experiments, we find the value for those iedip with large IDs increases from 68.56us for
8-host scale to 7248us for 64-host scale. Such fluctuatinatiacceptable for power grid communications.
Indeed, because the hub-and-spokes scheme transformdieastuhessage to multiple unicast mes-
sages, recipients must receive the message in a precedelece lntuitively, given the network bandwidth
and the hosts’ capacity, as the network scale grows, tresdgtwill increase proportionally. Given that
every host has equal priority for power protection, the tasipient receiving the request very likely misses
the time window and cannot react to emergent events timdilgréffore, the hub-and-spokes scheme is not

capable of handling timing critical multicast communiocas in power grid networks.

7.4.3 Comparison of Hub-and-Spokes and Native Multicast S'mes

To compare the latencies of the hub-and-spokes scheme twe malticast scheme, we transform the plots
in Figure 7.5 to Figure 7.7(b), plus the experiments of 4thosl 8-host. We also assign each host, calculate
the average round trip latency to each recipient, and pkdtita on the diagram. The X-axis represents
recipients’ IDs; the Y-axis represents the latency in thie @frmicrosecond. Each dot represents the average
round trip latency from the sender to the recipient whoseslihdicated by the X-axis. The dots for one
experiment with the certain number of host are connectedlateacy line.

The results show the latencies do not increase remarkaltheasetwork scale increases. Although the
latency lines fluctuate much more in 100Mbps LANSs than in 1$bANSs, i.e. the standard deviation is
larger. They are still in acceptable range.

Based on the experiment results and the above analysis,metide that native IPsec multicast is more

capable of addressing timing critical multicast. As thewwgk size increases, its performance does not
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decline remarkably. It is appropriate to raise GOOSE to #tevark layer for IPsec protection. In general,
native IPsec multicast is quite scalable and able to maifasencies well below the 4ms target for substation

networks of increasing sizes.

83



Chapter 8

Conclusion and Future Work

8.1 Conclusion

The application-aware secure multicast architecture igficient solution for multicast applications in
power grid systems. By analyzing derived multicast modetsahecking data dependencies based on func-
tional configurations, it automates group management andnizies errors due to manual configurations.
The architecture integrates security information withctimnal configurations and takes advantage of off-
the-shelf security technologies. IPsec is a promisingt&siuor secure multicast in power grid systems.
It is capable of transmitting timing critical messages vilik guarantees of integrity and confidentiality.
Our experiments show it can meet the target latency of 4meshmeark used for power substations. The
performance is not downgraded remarkably as the netwoekgsiavs.

This work provides a cross-layer approach of automaticalfrgenerated group configuration for power
grid communications, addressing key concerns of both systglementation and conformance analysis.
The proposed multicast model and verification mechanisimbeasxtended for generic secure communica-
tion configurations. On the other hand, the prototype sySeoureSCL has a potential of being developed

into a realistic application for power substations.

8.2 Future Work

The research already completed on application-awareeatbegkoup multicast suggests a rich field of further

research with important benefits. Future work in this areactly motivated by our work include:

» Dynamic group management. Current data dependency @alys the multicast formal model rely
on static configuration files of power grid system. The makicmodel can be extended to support

dynamic environment where group members join or leave tbemifrequently. Data dependency
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analysis could be based on the change of data flow in the sy§ean dynamic multicast model can

be used in various areas, like pervasive computing.

» Cross-network or inter-substation network multicast ommication and configuration. IEC 61850
is designed for local area network only. An extension fortioast between substations or between
substations and control centers is promising solution @vey grid systems. The collaborated and

wide area network multicast configuration would be inténgstopic too.
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Appendix

Case Study: Extended Substation
Configuration

We present here the full SCD file used for the case study of WAeBradley IEC 61850 Substation described

<ds: X509Dat a><ds: X509Certificate>M ... </ds: X509Certificate></ds: X509Dat a>

version="1">

in Section 6.7.

1 <?xnml version="1.0" encodi ng="UTF-8"?>

2 <SCL xsi:schemaLocation="http://ww.iec.ch/ 61850/ 2003/ SCL SCL. xsd"
3 xm ns="http://ww.iec.ch/ 61850/ 2003/ SCL"

4 xm ns: sscl="http://seclab.illinois.edu/ SecureSCL"

5 xm ns: ds="http://ww. w3. or g/ 2000/ 09/ xm dsi g#"

6 xm ns: xsi="http://ww. w3. org/ 2001/ XM_Schen®- i nst ance"
7 xm ns: xs="http://ww. w3. or g/ 2001/ XM_Schena"

8 xm ns: ns="http://ww.iec.ch/ 61850/ 2003/ SCL" >

9

10 <Header i d="Secur eSubst ai on- Jun2009" revi si on="5"

11 <Text >SECURE SUBSTATI ON</ Text >

12 </ Header >

13 <Conmuni cat i on>

14 <SubNet wor k name="TVACaseSt udy" type="SecSubnet">
15 <BitRate nultiplier="M unit="b/s">1000</BitRate>
16 <sscl : GCKS desc="Goup Controller and Key Server" nanme="KS">
17 <Addr ess>

18 <P type="1P">192. 168. 1. 2</ P>

19 <P type="IP- SUBNET" >255. 255. 255. 0</ P>
20 <P type="1|P- GATEWAY" >192. 168. 1. 1</ P>
21 </ Addr ess>
22 <sscl : G K>
23 <sscl : GroupPr ot ocol >GDA </ sscl : G oupPr ot ocol >
24 <sscl : Port>848</ sscl : Port >
25 </ sscl : G KE>
26 <ds: Keyl nfo | d="GCKS">
27
28 </ ds: Keyl nf 0>
29 </ sscl : GCKS>
30 <Connect edAP apNane="apRel ayl" desc="Rel ayl AP"
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31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72

<Addr ess>
<P type="1P">192. 168. 1. 20</ P>
<P type="1P- SUBNET" >255. 255. 255. 0</ P>
<P type="I|P- GATEWAY" >192. 168. 1. 1</ P>
</ Addr ess>
<GSE cbNanme="gcbTri pl" |dl nst="PROT">
<Addr ess> <P type="1|P">224.0. 0. 4</ P> </ Addr ess>
</ GSE>
<GSE cbNanme="gchST1" |dl nst="PROT" >
<Address> <P type="1P">224.0.0. 5</ P> </ Addr ess>
</ GSE>
</ Connect edAP>
<Connect edAP apNane="apRel ay2" desc="Rel ay2 AP" i edNanme="Rel ay2">
<Addr ess>
<P type="1P">192. 168. 1. 21</ P>
<P type="1IP- SUBNET" >255. 255. 255. 0</ P>
<P type="1|P- GATEWAY" >192. 168. 1. 1</ P>
</ Addr ess>
<GSE cbNanme="gchTri p2" |dl nst="PROT">
<Addr ess>
<P type="1P">224.0.0. 6</ P>
</ Addr ess>
</ GSE>
<GSE cbNanme="gchST2" |dl nst="PROT" >
<Addr ess>
<P type="1P">224.0.0. 7</ P>
</ Addr ess>
</ GSE>
</ Connect edAP>

<Connect edAP apNane="apSwi t chgear 1" desc="Swi tchgear1l AP" iedNane="Sw tchgear1">

<Addr ess>
<P type="I|P">192.168. 1. 22</ P>
<P type="1P- SUBNET" >255. 255. 255. 0</ P>
<P type="I|P- GATEWAY" >192. 168. 1. 1</ P>
</ Addr ess>

</ Connect edAP>

<Connect edAP apNane="apSwi t chgear 2" desc="Swi t chgear2 AP" iedNane="Sw tchgear?2">

<Addr ess>
<P type="1P">192. 168. 1. 23</ P>
<P type="1IP- SUBNET" >255. 255. 255. 0</ P>
<P type="I|P- GATEWAY" >192. 168. 1. 1</ P>

</ Addr ess>
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73
74
75
76
7
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114

</ Connect edAP>

<Connect edAP apNane="apSwi t chgear 3" desc="Swi t chgear3 AP" i edNane="Sw t chgear 3">

<Addr ess>
<P type="1P">192. 168. 1. 24</ P>
<P type="1IP- SUBNET" >255. 255. 255. 0</ P>
<P type="1|P- GATEWAY" >192. 168. 1. 1</ P>
</ Addr ess>

</ Connect edAP>

<Connect edAP apNane="apSwi t chgear 4" desc="Swi t chgear4 AP" iedNane="Sw tchgear4">

<Addr ess>
<P type="1P">192. 168. 1. 25</ P>
<P type="1P- SUBNET" >255. 255. 255. 0</ P>
<P type="I|P- GATEWAY" >192. 168. 1. 1</ P>
</ Addr ess>
</ Connect edAP>
</ SubNet wor k>

</ Communi cat i on>

<| ED desc="Protective Relay 1 (P1)" nane="Rel ayl" type="Securel ED'>

<AccessPoi nt desc="Rel ayl AP" nanme="apRel ayl">

<Server>

<Aut hentication certificate="true" none="fal se" strong="true" />

<LDevi ce i nst="PROT" >

<LNO inst="" I nC ass="LLNO" | nType="RELAY1_LLNO_Type">

<Dat aSet nane="dsTri pl">

<FCDA daNare="general " doNane="Tr" fc="ST"

I nC ass="PTRC" Inlnst="1" />

<FCDA daNane="general " doNane="Qp" fc="ST"

I nClass="PDIS" Inlnst="1" />
</ Dat aSet >
<Dat aSet nane="dsStatusl">

<FCDA daNane="st Val " doNane="Ind11"

InClass="GA O Inlnst="1" />

<FCDA daNanme="stVal " doNane="|nd12"

InClass="Gd O Inlnst="1" />
</ Dat aSet >

<GSEControl appl D="Tri pGoose" dat Set="dsTri pl"

| dl nst =" PROT"

| dI nst =" PROT"

| dl nst =" PROT"

| dl nst =" PROT"

name="gcbTri pl"/>

<GSEControl appl D="StatusUpdate" dat Set="dsStatusl" nanme="gchST1"/>

</ LNO>

<LN inst="1" | nC ass="PTRC' | nType="RELAY1/ PTRC' prefix=""></LN>

<LN inst="1" I nC ass="PDI S" | nType="RELAY1/ PDI S" prefix=""></LN>

<LN inst="1" I nC ass="G4 O' | nType="RELAY1l/ GE O' prefix=""></LN>

</ LDevi ce>
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115 </ Server >

116 <ds: Keyl nfo | d="Rel ay2">

117 <ds: X509Dat a> <ds: X509Certificate>NV...</ds: X509Certificate> </ds: X509Dat a>
118 </ ds: Keyl nf 0>

119 </ AccessPoi nt >

120 </ | ED>
121 <| ED desc="Protective Relay 2 (P2)" nane="Rel ay2" type="Securel ED'>

122 <AccessPoi nt desc="Rel ay2 AP' name="apRel ay2">

123 <Server >

124 <Aut hentication certificate="true" none="fal se" strong="true" />
125 <LDevi ce inst="PROT">

126 <LNO inst="" I nC ass="LLNO" | nType="RELAY2/LLNO">

127 <Dat aSet nanme="dsTri p2">

128 <FCDA daNane="general " doName="Tr" fc="ST" |dl nst="PROT"

129 I nCl ass="PTRC' Inlnst="1" />

130 <FCDA daNane="general " doName="Cp" fc="ST" |dl nst="PROT"

131 Ind ass="PDI' S" Inlnst="1" />

132 </ Dat aSet >

133 <Dat aSet name="dsSt at us2">

134 <FCDA daNarme="st Val " doName="1nd21" fc="ST" |dl nst="PROT"
135 InClass="G3 O Inlnst="1" />

136 <FCDA daName="st Val" doNane="|nd22" fc="ST" |dl nst="PROT"
137 InClass="Gd O Inlnst="1" />

138 <FCDA daNarme="st Val " doName="1nd23" fc="ST" |dl nst="PROT"
139 InClass="G3 O Inlnst="1" />

140 </ Dat aSet >

141 <GSEControl appl D="Tri pGoose" dat Set="dsTri p2" nane="gcbTri p2"/>
142 <GSEControl appl D="StatusUpdate" dat Set ="dsSt at us2" nanme="gchST2"/>
143 </ LNO>

144 <LN inst="1" | nd ass="PTRC' | nType="RELAY2/ PTRC' prefix=""></LN>
145 <LN inst="1" I nd ass="PDlI S" | nType="RELAY2/ PDI S" prefix=""></LN>
146 <LN inst="1" I nC ass="G3d O' | nType="RELAY2/ GG O' prefix=""></LN>
147 </ LDevi ce>

148 </ Server>

149 <ds: Keyl nfo | d="Rel ay2">

150 <ds: X509Dat a><ds: X509Certi fi cate>UU. .. </ ds: X509Certi fi cat e></ ds: X509Dat a>
151 </ ds: Keyl nf 0>

152 </ AccessPoi nt >

153 </ | ED>
154 <I ED desc="Swi tchgearl (S1)" nanme="Swi tchgear 1" type="Securel ED'>
155 <AccessPoi nt desc="Swi tchgearl AP" nanme="apSwi t chgear1">

156 <Server >
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157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198

<Aut hentication certificate="true" none="fal se" strong="true" />
<LDevi ce inst="CTRL">
<LNO desc="Swi tchgear1_LLNO" inst="" |nC ass="LLNO" | nType="Switchgear _LLNO"></LNO>
<LN desc="Circui tBreaker" inst="1" I nC ass="XCBR' | nType="SECURE/ XCBR' >
<l nput s>
<Ext Ref daNane="general" doName="Tr" i edNanme="Rel ayl"
I dl nst="PROT" | nd ass="PTRC' Inlnst="1" />
<Ext Ref daNane="general" doNane="(p" iedNane="Rel ayl"
I dl nst="PROT" | nClass="PDIS" Inlnst="1" />
<Ext Ref daNane="stVal" doNane="I|nd11l" iedNane="Rel ayl"
I dl nst="PROT" InCass="Gd O Inlnst="1" />
<Ext Ref daName="stVal" doNanme="Ind12" iedNanme="Rel ayl"
I dl nst="PROT" InClass="Gd O Inlnst="1" />
</ I nput s>
<DA nane="Pos" desc="Position">
<DAl nane="st Val ">
<Val >2</ Val >
<Text >0-i nt er nedi at e| 1- of f | 2- on| 3- bad</ Text >
</ DAl >
</ DA >
</ LN>
</ LDevi ce>
</ Server >
<ds: Keyl nfo |d="Swi tchgear1">
<ds: X509Dat a><ds: X509Certificate>Tl...</ds: X509Certificat e></ds: X509Dat a>
</ ds: Keyl nf 0>
</ AccessPoi nt >
</ | ED>
<| ED desc="Swi tchgear2 (S2)" nanme="Swi tchgear?2" type="Securel ED'>
<AccessPoi nt desc="Swi tchgear2 AP" nanme="apSw t chgear2">
<Server>
<Aut hentication certificate="true" none="fal se" strong="true" />
<LDevi ce inst="CTRL">
<LNO desc="Swi tchgear2_LLNO" inst="" |nC ass="LLNO" | nType="Switchgear _LLNO"></LNO>
<LN desc="Circui tBreaker" inst="1" | nC ass="XCBR' | nType="SECURE/ XCBR' >
<l nput s>
<Ext Ref daNane="general" doName="Tr" i edNanme="Rel ayl"
I dl nst="PROT" | nd ass="PTRC' Inlnst="1" />
<Ext Ref daNane="general" doNane="(p" iedNane="Rel ayl"
I dl nst="PROT" | nClass="PDIS" Inlnst="1" />
<Ext Ref daNane="stVal" doNane="I|nd21" iedNane="Rel ay2"
I dl nst="PROT" InCass="Gd O Inlnst="1" />
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199 <Ext Ref daName="stVal" doName="1nd22" i edNane="Rel ay2"

200 I dl nst="PROT" | nClass="Gd 0" Inlnst="1" />

201 <Ext Ref daName="stVal" doNane="1nd23" i edNane="Rel ay2"
202 I dl nst="PROT" | nCass="G3d O Inlnst="1" />

203 </ | nput s>

204 <DA nanme="Pos" desc="Position">

205 <DAI name="st Val ">

206 <Val >2</ val >

207 <Text >0-i nt er nedi at e| 1- of f | 2- on| 3- bad</ Text >

208 </ DAl >

209 </ DA >

210 </ LN>

211 </ LDevi ce>

212 </ Server >

213 <ds: Keyl nfo |d="Swi t chgear 2" >

214 <ds: X509Dat a><ds: X509Certi fi cat e>RE. . . </ ds: X509Cer ti fi cat e></ ds: X509Dat a>
215 </ ds: Keyl nf 0>

216 </ AccessPoi nt >

217 </ | ED>
218 <I ED desc="Swi t chgear3 (S3)" name="Swi tchgear3" type="Securel ED'>

219 <AccessPoi nt desc="Swi t chgear3 AP" nanme="apSwi t chgear 3" >

220 <Server >

221 <Aut hentication certificate="true" none="fal se" strong="true" />
222 <LDevice inst="CTRL">

223 <LNO desc="Swi tchgear3_LLNO" inst="" |nd ass="LLNO" | nType="Switchgear LLNO"></LNO>
224 <LN desc="CircuitBreaker" inst="1" | nC ass="XCBR' | nType="SECURE/ XCBR' >
225 <l nput s>

226 <Ext Ref daNane="general" doName="Tr" i edNane="Rel ay2"

227 I dl nst="PROT" |nC ass="PTRC" Inlnst="1" />

228 <Ext Ref daNane="general " doNane="p" iedNane="Rel ay2"

229 I dl nst="PROT" |nC ass="PDIS" Inlnst="1" />

230 <Ext Ref daName="stVal" doNane="1nd11" i edNane="Rel ayl"

231 I dl nst="PROT" |nCass="G4d O Inlnst="1" />

232 <Ext Ref daName="stVal" doNane="I|nd12" iedNane="Rel ayl"

233 I dl nst="PROT" | nCass="G3d O Inlnst="1" />

234 </l nput s>

235 <DO nane="Pos" desc="Position">

236 <DAI name="st Val ">

237 <Val >2</ Val > <Text >0-i nt er nedi at e| 1- of f | 2- on| 3- bad</ Text >
238 </ DAl >

239 </ DO >

240 </ LN>
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242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280

</ LDevi ce>
</ Server >

<ds: Keyl nfo | d="Swi t chgear 3" >

<ds: X509Dat a><ds: X509Certificate>WQ .. </ds: X509Certifi cat e></ds: X509Dat a>

</ ds: Keyl nf 0>
</ AccessPoi nt >

</| ED>

<| ED desc="Swi tchgear4 (S4)" name="Swi tchgear4" type="Securel ED'>

<AccessPoi nt desc="Swi tchgear4 AP" nane="apSwi t chgear4">

<Server>

<Aut hentication certificate="true" none="fal se"

<LDevi ce inst="CTRL">

<LNO desc="Swi tchgear4 LLNO" inst="

<LN desc="CircuitBreaker" inst="1"

<I nput s>

<Ext Ref daNanme="general " doName="Tr"

I dl nst="PROT" | nCl ass="PTRC'

<Ext Ref daNane="general" doNane="(p"

I dl nst="PROT" | nCl ass="PDI S"

strong="true" />

" InC ass="LLNO" | nType="Swi t chgear _LLNO"></ LNO>

I nCl ass=" XCBR"'

I nlnst="1" />

Inlnst="1" />

i edNane="

| n"Type=" SECURE/ XCBR' >

'Rel ay2"

i edNanme=" Rel ay2"

<Ext Ref daNane="stVal" doNane="I|nd21" iedNane="Rel ay2"

I dl nst="PROT" | nCl ass="G4d O'

Inlnst="1" />

<Ext Ref daNanme="stVal" doName="1nd22" i edNane="Rel ay2"

I dl nst="PROT" | nC ass="G3 O'

I nlnst="1" />

<Ext Ref daNane="stVal" doNane="1|nd23" i edNane="Rel ay2"

I dl nst="PROT" | nCl ass="G4d O'
</ I nput s>
<DA nane="Pos" desc="Position">

<DAl nane="st Val ">

Inlnst="1" />

<Val >2</ Val > <Text >0-i nt er nedi at e| 1- of f| 2- on| 3- bad</ Text >

</ DAl >
</ DA >
</ LN>
</ LDevi ce>
</ Server >

<ds: Keyl nfo |d="Switchgear4">

<ds: X509Dat a><ds: X509Certificate>WQ .. </ds: X509Certifi cat e></ds: X509Dat a>

</ ds: Keyl nf 0>
</ AccessPoi nt >
</ | ED>
</ SCL>

92



References

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

W. Aiello, S. M. Bellovin, M. Blaze, R. Canetti, J. loartis, A. D. Keromytis, and O. Reingold.
Just fast keying: Key agreement in a hostile interi®EM Transactions on Information and System
Security (TISSEC) (2):242-273, 2004.

E. S. Al-Shaer and H. H. Hamed. Design and Implementatidrirewall Policy Advisor Tools. Tech-
nical Report Technical Report CTI-techrep0801, School oim@uter Science Telecommunications
and Information Systems, DePaul University, August 2002.

E. S. Al-Shaer and H. H. Hamed. Discovery of Policy Anoieslin Distributed Firewalls. Imhe
23rd Annual Joint Conference of the IEEE Computer and Conications Societies (INFOCOM'04)
March 2004.

Y. Amir, C. Nita-Rotaru, J. Stanton, and G. Tsudik. Sec@pread: An Integrated Architecture for
Secure Group CommunicatiolEEE Transactions on Dependable and Secure CompU&i{8):248 —
261, July 2005.

T. Aurisch and C. Karg. Using the IPsec Architecture fec8re Multicast Communications. 8th
International Command and Control Research and Techno®gyposium (ICCRTSWashington,
DC, June 2003.

S. Banerjee and B. Bhattacharjee. Scalable Secure GZoopmunication Over IP MulticasBelected
Areas in Communications, IEEE Journal,&0(8):1511 — 1527, October 2002.

K. Barnes and B. Johnson. Introduction to SCADA: Prattiand Vulnerabilities. Technical report,
Idaho National Engineering and Environmental Laboratigho Falls, Idaho, March 2004.

M. Bartel, J. Boyer, B. Fox, B. Lamacchia, and E. Simon. X3ignature Syntax and Processing, June
2008.ht t p: // www. w3. or g/ TR/ xm dsi g- core/ .

M. Baugher, R. Canetti, L. Dondeti, and F. Lindholm. Mcéist Security (MSEC) Group Key Man-
agement Architecture. RFC 4046, Apr. 2005.

M. Baugher, B. Weis, T. Hardjono, and H. Harney. RFC3587e Group Domain of Interpretation,
July 2003.

R. Canetti, P. chen Cheng, F. Giraud, D. Pendarakis, Rd®, P. Rohatgi, and D. Saha. An IPsec-
based Host Architecture for Secure Internet MulticastPioceedings of the 7th Annual Network and
Distributed System Security Symposium (NDSS®R&hruary 2000.

M. Casado, M. J. Freedman, J. Pettit, J. Luo, N. McKeoarrd S. Shenker. Ethane: Taking Control
of The Enterprise. '8IGCOMM’'07 August 2007.

93



[13] M. Casado, T. Garfinkel, A. Akella, M. Freedman, D. BondhMcKeown, and S. Shenker. SANE: A
Protection Architecture for Enterprise Networks. Usenix Security’'0O6Vancouver, Canada, August
2006.

[14] I. Chang, R. Engel, D. Kandlur, D. Pendarakis, and D.e&Salkey Management For Secure Internet
Multicast Using Boolean Function Minimization Techniquda 8th Annual Joint Conference of the
IEEE Computer and Communications Societies (INFOCOM'®&rch 1999.

[15] N. R. Commission. NRC Information Notice: 2007-15, A@007.

[16] T. H. Cormen, C. E. Leiserson, R. L. Rivest, and C. Stiitroduction to AlgorithmsThe MIT Press,
second edition, May 2002.

[17] S. E. Deering and D. R. Cheriton. Multicast Routing int&@am Internetworks and Extended LANS.
ACM Trans. Comput. SysB(2):85-110, 1990.

[18] DETER Network Security Testbetht t p: / / www. i si . det er| ab. net .

[19] P. Dewan, D. K. Naidu, and D. M. Durham. Denial of Servigtacks Using Internet Key Exchange
Protocol. In5th IEEE Consumer Communications and Networking ConferédGENC’08) January
2008.

[20] DNP3 Users Group Technical Committee. Distributedvidek Protocol version 3htt p: / / vwwwv.
dnp. org/.

[21] Electric Network Control Systems Standards Workingo@r of the Data Acquisition, Processing,
and Control Systems Subcommittee of the IEEE Substatiomsn@tiee. IEEE Standard Definition,
Specification, and Analysis of Systems Used for Supervi€amtrol, Data Acquisition,and Automatic
Control, March.

[22] S. Engineering Laboratories Inc. SEL-3021 Serial Epting Transceiverht t p: / / ww. sel i nc.
com SEL- 3021-1/.

[23] S. Engineering Laboratories Inc. SEL-3022 Wirelesrigpting Transceiver. htt p: / / www.
selinc. com SEL- 3022/ .

[24] C. A. Gunter, S. Khanna, K. Tan, and S. Venkatesh. DoSektion for Reliably Authenticated
Broadcast. IrProceedings of the 11th Annual Network and Distributed é8gsBecurity Symposium
(NDSS'04 February 2004.

[25] C. A. Gunter, M. LeMay, J. Zhang, G. Gross, and S. T. Kikfitigating Risks and Exploiting Oppor-
tunities for Networked Power Devices. Technical reportydha2007.

[26] H. H. Hamed, E. S. Al-Shaer, and W. Marrero. Modeling &fedfication of IPSec and VPN Security
Policies. InThe 13th IEEE International Conference on Network ProtedqdCNP’05) November
2005.

[27] H.Harald Gjermundrgd, D. E. Bakken, C. H. Hauser, anBdse. GridStat: A Flexible QoS-Managed
Data Dissemination Framework for the Power GHEEE Transactions on Power Deliverg4(1):136
—143, January 2009.

[28] T.Hardjono and G. Tsudik. Ip Multicast Security: Isswd Directions. Technical report, Tech. Rep.,
Annales de Telecom, July-August, 1999.

94



[29] T. Hardjono and B. Weis. The Multicast Group Securitchitecture. RFC 3740 (Informational), Mar.
2004.

[30] D. Harkins and D. Carrel. RFC2409, The Internet Key Eatde (IKE), November 1998.

[31] H. Harney, U. Meth, A. Colegrove, and G. Gross. GSAKMPo@ Secure Association Key Manage-
ment Protocol. RFC 4535 (Proposed Standard), June 2006.

[32] C. H. Hauser, D. E. Bakken, and A. Bose. A Failure to Comitate: Next-Generation Communi-
cation Requirements, Technologies, and Architecturetferglectric Power GridPower and Energy
Magazine, IEEE

[33] A. Herzberg and H. Shulman. Stealth DoS Attacks on Se@lrannels. IiProceedings of the 17th
Annual Network and Distributed System Security SymposiDsE’10 March 2010.

[34] IEC TC 57/WG 10. IEC 61850-90-1: Use Of IEC 61850 For Thar@nunication Between Substa-
tions, March 2010.

[35] IEC TC57/WG 10-12. IEC61850 Communication Networksd/8ystems In Substations, April 2003.

[36] IEC TC 57/WG 15. IEC62351 Power Systems Management asmbdated Information Exchange -
Data and Communications Security, June 2007.

[37] IEC TC 57/WG 19. IEC 61850-90-2: Use of IEC 61850 For then@®nunication Between Control
Centers And Substations (Draft), June 2008.

[38] IEEE-SA TR 1550. Utility Communications Architectu(® CA) Version 2.0. Technical report,
November 1999.

[39] V. M. Igure, S. A. Laughtera, and R. D. Williamsa. Setyitssues in SCADA NetworksComputers
& Security, 25(7):498-506, October 2006.

[40] International Telecommunication Union, Telecomnuattion Standardization Sector (ITU-T). ITU-T
Rec. X.200: Open Systems Interconnection - Basic Referktookel: The Basic Model, July 1994,

[41] A. Ipakchi and F. Albuyeh. Grid of the FuturePower and Energy Magazine, IEEFE(2):52 —62,
March - April 2009.

[42] iproute2.ht t p: //www. | i nuxfoundati on. org/ en/ Net: | prout e2.
[43] IPsec-Toolshtt p://i psec-tool s.sourceforge. net/.

[44] ISO Technical Committee 184 (TC184). ISO/IEC 9506:Usidial Automation systems - Manufactur-
ing Message Specification, 2003.

[45] C. Kaufman. RFC4306, Internet Key Exchange (IKEv2)tBeol, December 2005.

[46] H.Khurana, R. Koleva, and J. Basney. Performance optographic Protocols for High-Performance,
High-Bandwidth and High-Latency Grid Systems.BfSCIENCE '07: Proceedings of the Third IEEE
International Conference on e-Science and Grid Computiages 431-439, Washington, DC, USA,
2007. IEEE Computer Society.

[47] C. Kropiwiec, E. Jamhour, and C. Maziero. A FramewonkPootecting Web Services with IPsec. In
Euromicro Conferengepages 290 — 297, September 2004.

95



[48] M. LeMay, G. Gross, C. A. Gunter, and S. Garg. Unified Aretture for Large-Scale Attested Me-
tering. InHawaii International Conference on System Scieng&g Island, Hawaii, January 2007.
ACM.

[49] Q.Liand W. Trappe. Staggered TESLA: A Multicast Auttieation Scheme Resistant to DoS Attacks.
In IEEE Global Telecommunications Conference (GLOBECOM@&ume 3, November 2005.

[50] V. Liang and R. H. Campbell. Understanding and Simatatihe IEC 61850 Standard. Technical
Report UIUCDCS-R-2008-2967, University of lllinois at Wa-Champaign, May 2008.

[51] Y. Liu, M. K. Reiter, and P. Ning. False Data Injectiontéatks Against State Estimation in Electric
Power Grids. ICCS '09: Proceedings of the 16th ACM conference on Compuattcammunications
security pages 21-32, New York, NY, USA, 2009. ACM.

[52] J. McCain and R. Straayer. Newnan Utilities SCADA Netkw@perates Over Encrypted Internet.
Electric Energy T & ) 11(June):30 — 32, 2007.

[53] S. Mix. Secure substation communications, April 20@fesentation on ITI Special Seminar, UIUC
Granger Lecture Series,.

[54] Modbus Organization. Modbus Application Protocol Sfieation. ht t p: / / www. nodbus. or g.
[55] V. Nikov. A DoS Attack Against the Integrity-Less ESAPGEC),.
[56] North American SynchroPhasor Initiative (NASPHt t p: / / www. naspi . or g/ .

[57] J. Northcote-Green and R. G. Wilso@ontrol and Automation of Electrical Power Distribution Sy
tems Power Engineering. CRC Press, first edition, Septembes.200

[58] S. Pal. Power Grid 2.0 - A Journey from Unified Commurmato Unified Grid.

[59] A. Pannetrat and R. Molva. Efficient Multicast Packettidentication. InProceedings of the 10th
Annual Network and Distributed System Security Sympo<008.

[60] J. M. Park, E. K. Chong, and H. J. Siegel. Efficient Mt Packet Authentication Using Signhature
Amortization. InProceedings of the 2002 IEEE Symposium on Security and d34i2@02.

[61] A. Perrig, R. Canetti, J. D. Tygar, and D. Song. Efficidntthentication and Signing of Multicast
Streams Over Lossy Channels.Rroceedings of the 2000 IEEE Symposium on Security anddriva
pages 56-73, 2000.

[62] A. Risley, J. Roberts, and P. LaDow. Electronic Seguit Real-time Protection And SCADA Com-
munications. Irbth Annual Western Power Delivery Automation Confere&mokane, Washington,
April 2003.

[63] S. Rowles, A. Yeung, and P. Tran. IETF Internet-Drafto@ Key Management using IKEv2, draft-
yeung-g-ikev2-01, March 2010.

[64] J. L. Rrushi.Composite Intrusion Detection in Process Control NetwoFKsD thesis, The University
of Milan, January 2009.

[65] A. T. Sherman and D. A. McGrew. Key Establishment in leaigynamic Groups Using One-Way
Function TreeslEEE Transactions on Software Engineeri29(5):444-458, 2003.

96



[66] T.S. Sidhu, M. G. Kanabar, and P. P. Parikh. Implemémassues with iec 61850 based substation
automation systems. Ifteenth National Power Systems Conference (NPSCD&ember 2008.

[67] T. Skeie, S. Johannessen, and C. Brunner. Ethernetist&ion Automation]EEE Control Systems
Magazine 22(3):43 — 51, June 2002.

[68] B. P. Smith and D. R. Highfill. Tva investigates end-tudéntegration.Transmission and Distribution
World, pages 20 —26, July 2007.

[69] L. Standards Committee of the IEEE Computer SocietyEBEStd 802.1ae Media Access Control
(MAC) Security, August 2006.

[70] K. Stouffer, J. Falco, and K. Scarfone. Guide to Indast€ontrol Systems (ics) Security. Technical
report, National Institute of Standards and Technolog\&(NI

[71] strongSwanhtt p: // www. st rongswan. or g/ .

[72] Substation Committee of the IEEE Power Engineering&gclEEE Std 1646 Standard Communica-
tion Delivery Time Performance Requirements for Electever Substation Automation, 2005.

[73] J. Sun, W. Sheng, S. Wang, and K. Wu. Substation Autamaiiigh Speed Network Communication
Platform based on MMS+TCP/IP+Ethernetimternational Conference on Power System Technology
volume 2, pages 1296-1300, Octorber 2002.

[74] The XML C parser and toolkit of Gnoméat t p: / / xm soft. org/ .

[75] J. D. Touch and Y.-H. E. Yang. Reducing the Impact of Dag&éks on Endpoint IP Security. Bnd
IEEE Workshop on Secure Network Protocols (NPSECPE&ges 6 —11, November 2006.

[76] S. Tuttle, G. Pizano, and C. SmithlX 5L Version 5.2 Security Supplemei®M Redbooks, November
2003.

[77] U.S. - Canada Power System Outage Task Force. FinalrRepdhe August 14, 2003 Blackout in
the United States and Canada: Causes and Recommendatmils2094. htt ps://reports.
ener gy. gov/ B- F- Web- Part 1. pdf.

[78] U.S. Government Accountability Office. Critical Inftaucture Protection: Multiple Efforts to Secure
Control Systems Are Under Way, but Challenges Remain. Teahreport, September 2007.

[79] Q. Wang, H. Khurana, Y. Huang, and K. Nahrstedt. Timeld/@ne-Time Signature for Time-Ciritical
Multicast Data Authentication. IHEEE 2009 Conference on Computer Communications (INFO-
COM’09), 2009.

[80] B. Weis, G. Gross, and D. Ignjatic. Multicast Extensido the Security Architecture for the Internet
Protocol. RFC 5374 (Proposed Standard), Nov. 2008.

[81] C.K.Wong, M. Gouda, and S. S. Lam. Secure Group Comnatinitcs Using Key GraphsEEE/ACM
Transactions on Networking(1):16 —30, February 2000.

[82] C. K. Wong and S. S. Lam. Digital Signatures for Flows &nditicasts. IEEE/ACM Trans. Netw.
7(4):502-513, 1999.

[83] A.Wool. A Quantitative Study of Firewall Configuratidrrors.IEEE Computer37(6):62 — 67, 2004.

97



[84] F. F. Wu, K. Mosleshi, and A. Bose. Power System Contrehi@rs: Past, Present,and Future. In
Proceedings of The IEERolume 93, pages 1890 — 1908, November 2005.

[85] H. Ying and H. Wang. Building An Application-aware IRsBolicy SystemlIEEE/ACM Trans. Netw.
15(6):1502-1513, 2007.

98



