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Abstract 

Complexity in clinical workflows can lead to inefficiency in making diagnoses, ineffectiveness of treatment plans and 

uninformed management of healthcare organizations (HCOs). Traditional strategies to manage workflow complexity 

are based on measuring the gaps between workflows defined by HCO administrators and the actual processes 

followed by staff in the clinic. However, existing methods tend to neglect the influences of EMR systems on the 

utilization of workflows, which could be leveraged to optimize workflows facilitated through the EMR. In this paper, 

we introduce a framework to infer clinical workflows through the utilization of an EMR and show how such workflows 

roughly partition into four types according to their efficiency.  Our framework infers workflows at several levels of 

granularity through data mining technologies.  We study four months of EMR event logs from a large medical center, 

including 16,569 inpatient stays, and illustrate that over approximately 95% of workflows are efficient and that 80% 

of patients are on such workflows.  At the same time, we show that the remaining 5% of workflows may be inefficient 

due to a variety of factors, such as complex patients. 

Introduction 

The success of an electronic medical record (EMR) system implementation and its subsequent adoption by users is 

contingent upon the initial design and refinement of workflows in the healthcare organization (HCO)1,2. The 

appropriate design and management of workflows can significantly improve efficiency of clinical treatment3,4, care 

quality4, patient safety5, and care decisions6. Yet, despite their potential, workflows can be quite complex7, creating 

barriers to EMR system utilization2,3.  This can ultimately lead to inefficiency in diagnoses, ineffectiveness of 

treatment plans, and uninformed management of an HCO. To mitigate workflow complexity in EMR systems, it has 

been suggested that HCOs design workflows to optimize business processes or manage the complexity of current 

workflows, rather than rely upon of current workflows1,7,8,9.  

To enable such strategies, various approaches have been developed to measure the gap between the workflows defined 

by an HCO and the actual processes followed by individuals in a clinical setting. In general, for the gap analysis 

approaches, the HCO workflows are compared to the expectation of experts in the organization, as learned through 

surveys, interviews or observational data collected in the physical healthcare setting7,8,12,14,15,16. Application of these 

methods requires a substantial exertion of manual effort because it requires invasive interviews and patience while 

observing the interactions between care providers and patients. As a result, this type of approach is often limited to 

specific areas of clinical care.  Furthermore, these methods only measure the gap between the organization’s 

workflows and the expectation of care providers.  This neglects the influences of EMR systems on the utilization of 

workflows, which could be leveraged to optimize workflows facilitated through the EMR systems.  

By contrast, most recent approaches model workflows by mining data recorded in the EMR system. This type of 

strategy considers the influences of EMR systems on the utilization of workflows, but it only models the patterns of 

care paths, and neglects the efficiency management of workflows 9-11.  

 

Good management of workflow efficiency can improve quality of clinical care and reduce costs of patients1,3. By 

providing HCOs with such knowledge of workflows, we anticipate healthcare administrators will be able to optimize 

the efficiency, as well as minimize the complexity of workflows in a more productive manner. For instance, imagine 

that an HCO administrator learns a particular clinical process tends to require a long duration in time, but that the 

process has a large variance in its duration across the enterprise. Based on this knowledge, they can investigate the 

reasons behind such long waiting times and variation. In this paper, we introduce a framework to model clinical 

workflows at two levels of granularity and categorize these workflows according to their efficiency. To the best of our 

knowledge, this is the first approach to automatically learn and categorize workflows according to their duration.  
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Background 

The past several years have witnessed a number of investigations into modeling and characterizing the workflows 

associated with clinical practices. As alluded to earlier, we characterize these investigations, and the approaches upon 

which they are based, into two classes. These classes are dependent upon the methods of data acquisition and analysis 

that are invoked: i) physical observation studies (in the clinic) and ii) virtual observation studies (data in the EMR). 

Here, we take a moment to review representative research from both categories and illustrate the relationship with our 

own approach.  

 

Workflows Based on Physical Observations 

Observation-driven studies often rely on manual data collection approaches, such as observations and interviews. One 

such example was presented by Unertl and colleagues8, which analyzed direct observations and interviews in hospitals 

to understand workflow and information flow in the care of chronic diseases. Similarly, Ramaiah and colleagues7 

designed surveys consisting of questions, interviews of care providers and patients to discover workflows associated 

with time delays in the HCO.  In another setting15, comparative data were collected from the operating room and 

statistical analysis was performed with respect to gains in efficiency. The ultimate goal was to justify the need for 

reorganizing clinical workflow to increase throughput in the operating room. In other work16, ethnographic 

observation and interview data were applied to study the evolution and management of medical errors.  

Workflows Based on Virtual Observations 

Modern studies10,13,20,21 are increasingly turning to EMR-related data because they can enable large scale analytics at 

a low acquisition cost. While more comprehensive surveys10,13 exist about workflow mining in the EMR, we briefly 

examine investigations relevant to our approach.  

In one study9, Zhang and colleagues utilized EMR usage logs to model patients’ flow in the healthcare system. After 

learning patterns of patient record usage, deviations from the average workflows were detected and promoted for 

investigation as either undocumented policies or misuse of the EMR system. Similarly, another study12 employed 

sequence alignment methods to derive a consensus workflow and automatically detect outliers from surgical activity 

logs. Other studies have focused on contrasting treatment differences for certain diseases. For instance, Mans and 

colleagues14 studied stroke care by applying process mining to clinical data. They additionally compared the pathways 

from disparate healthcare systems and various types of patients. Most recently, Partington and colleagues17 focused 

on cross-hospital process mining and performed a comparative analysis by leveraging a combination of administrative 

and clinical data. This investigation yielded detailed insights into patient care and hospital budget pressures.  

Methods 

We provide a framework to 1) learn workflows and 2) categorize the workflows into four general types according to 

the length and variation in their temporal duration. For reference purposes, we summarize the common terms and 

notation used in this paper in Table 1.  

Event. An event corresponds to the smallest granularity associated with a workflow. This corresponds to an action 

invoked by an EMR user over a patient’s medical record at a certain time. For instance, a user, acting as a pathologist, 

can initiate an event by accessing a patient record to request a lab test. Alternatively, another user, acting as a primary 

care provider, can initiate an event by accessing a patient record to approve a request to refill a medication. 

Sequence. A patient sequence consists of a series of ordered events that represents an episode of a patient process. 

For example, an ordered series of events could be: a user, acting as a physician requested a lab test for a patient  

a laboratory user uploaded a lab test result for the patient  the lab test results were returned to a care provider in 

a physician office  a registered nurse provided customer service support to the patient in response to an inquiry 

about the lab test results. We assume we are provided with m events that are classified into n patient sequences. 

Block. A block is an ordered series of events that have strongly ordered relations with each other. For example, if the 

relation between an event Rehab Service Clinician and another event Rehab Quality Audit is strong in a way we will 

define precisely below, then Rehab Service Clinician  Rehab Quality Audit belongs to a block.  A block represents 

a specific stage of a patient process, and a patient sequence consisting of events can be represented using the 

corresponding blocks. For instance, imagine there are two blocks [Primary Care Physician  Laboratory Tester] and 

[Physician Office Care Provider  Primary Care Staff Nurse]. Then, the earlier patient sequence example (with four 
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events) can be represented using these blocks to express a specific stage of a workflow corresponding to the four 

events. 

Topic. A topic consists of a set of blocks, which together represent the main processes associated with a patient type. 

For example, imagine there is a group of patients with the conditions Urinary Tract Infection, Other Specified 

Retention of Urine, and Unspecified Essential Hypertension.  Then a topic consisting of the following blocks may 

characterize this group: [Advanced Practice Clinician – CPOE  Physician Office], [SN-OR RN SC  Patient Care 

Assistive Staff], [Physician Office  Advanced Practice Clinician – CPOE], [OR RN SC-Primary  Primary Assistive 

Staff], [Unit Secretary  Rehab PT, Respiratory  SN-RN/Customer Service], and [SN-RN/Customer Service  

NMH Physician Hospitalist-CPOE]. 

Table 1. Common notation used in this study with their corresponding definitions. 
Notation Description 

E = {𝑒1, 𝑒2, ⋯ , 𝑒𝑖 , ⋯ 𝑒𝑚} A set of events 

S = {𝑠1, 𝑠2, ⋯ , 𝑠𝑖 , ⋯ 𝑠𝑛} A set of sequences 

𝑠𝑖 = [⋯ → 𝑒𝑖 → 𝑒𝑗 → ⋯ ] A sequence, which consists of a series of events in order. 

B = {𝑏1, 𝑏2, ⋯ , 𝑏𝑖 , ⋯ 𝑏𝑙} A set of blocks  

𝑏𝑖 = [⋯ → 𝑒𝑘 → 𝑒𝑙 → ⋯ ] A block, which is a series of events in order. 

𝑠′𝑖 = {⋯ , 𝑏𝑖 , 𝑏𝑗 , ⋯ } A revised sequence, which consists of blocks. 

S′ = {𝑠′1, 𝑠′2, ⋯ , 𝑠′𝑖 , ⋯ 𝑠′𝑛} A set of revised sequences 

T = {𝑡1, 𝑡2, ⋯ , 𝑡𝑖 , ⋯ 𝑡𝑘} A set of topics 

𝑅𝐸 An asymmetric matrix representing the relations between events 

𝑅𝐵 A symmetric matrix representing the relations between blocks 

𝑅S′×𝐵 A matrix representing the relation between sequences in S′ and blocks in B 

We learn workflows at a fine granularity, in the form of blocks of events, and a coarse granularity, in terms of topics 

of blocks.  Representation at the block-level characterizes the stage of a patient process. By contrast, representation at 

the coarse-grain characterizes different types of patient processes.  Fig.1 shows an example consisting of 4 models to 

learn workflows at the block- and topic-level. These are formalized in the Workflow Mining Algorithm (WMA) 

depicted in Fig. 2. 

1. Event Relation Model 

(ERM): Measures relations 

between events according to the 

patient sequences. The details of 

relation measurement are 

depicted in steps 1 through 5 of 

WMA. 

2. Block Generation Model 

(BGM): Generates blocks of 

events according to the relations 

of events and patient sequences. 

The details of block generation 

are described in steps 6 through 

19 of WMA. 

3. Block Relation Model 

(BRM): Measures the relations 

between blocks according to the 

common events they contain. 

The details about measurement 

are in steps 20 through 22 of 

WMA. 

4. Topic Generation Model 

(TGM): Generates topics of 

blocks to represent a similar type 

of patient processes. The details 

are depicted in steps 23 to 26 of 

WMA. 

 

Figure 1. Generation of fine-gained (blocks) and coarse-gained (topics) 

workflows from patient sequences. 
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We introduce these models in detail in the following sections on workflow generation at the block- and topic-level.  

Block-level Workflows 

First, we generate event blocks (i.e., workflows at the block-level) according to steps 1 through 19 of WMA.  A 

workflow at the block-level aims to characterize the efficiency of a stage of a patient process. In this work, we aim to 

learn four types of blocks: 

(1) Stable Efficient Blocks (SEB): Have short average duration with small variance across the patient population. 

(2) Unstable Efficient Blocks (UEB): Have short average duration with large variance across the patient population. 

(3) Stable Inefficient Blocks (SIB): Have long average duration with small variance across the patient population. 

(4) Unstable Inefficient Blocks (UIB): Have long average duration with large variance across the patient population. 

We anticipate that the categorization of blocks into these types can assist HCOs in speeding up the discovery of 

(in)efficient blocks and refine their policies accordingly.  For instance, imagine the block [Radiology Mgr/RC 

Attending Physician/Provider] exhibits a large variance in its duration, such that it requires less than 1 hour for one 

patient, but 240 hours for another patient. Our model could promote this block to administrators for investigation.  

We infer blocks from the event logs generated by EMR systems. This is because EMR-facilitated workflows, and the 

utilization logs in particular, do not necessarily follow the exact order of events in the physical world. For instance, in 

the real world, the order of events may be ei  ej, but in some cases, the order recorded by an EMR may be ei  ek 

 ej.  To relax the order relations of events, we consider relations within a sliding time window. Specifically, we 

assume that if an event and its following events are within a window of size α, the order relations holds, but the 

strength of the relation is proportional to their distance.  We measure the order relation between a pair of events within 

a sequence as: 

𝐸𝑣𝑒𝑛𝑡𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑒𝑖 , 𝑒𝑗) = {

1

(𝑝(𝑒𝑗)−𝑝(𝑒𝑖))2  , (0 < 𝑝(𝑒𝑗) − 𝑝(𝑒𝑖) ≤ 𝛼)

            0        ,        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       
            (1) 

Where 𝑝(𝑒𝑖) is the position of the event 𝑒𝑖 in a sequence. The position of the first event of a sequence is set as 1, and 

the position of the last event of a sequence is set as the length of a sequence. The relations of events are incrementally 

measured over all of the sequences (as depicted in steps 1 through 5 of WMA).  As a consequence, this type of relation 

considers the ordinal distance between the events and their frequency in the patient population. When we set α to 1, 

the relation between e1  e2 is 4 (1+1+1+1) accumulated from sequence s1, s2, s3,and s4 respectively (as shown in 

Fig.1(b)). 

To represent each stage of a patient process via temporal patterns, we infer event blocks through relations of events. 

The generation of such blocks is shown in steps 7 through 19 of WMA. We assume that, for a sequence of events, if 

an event has a strong relation with the following events, then they should be grouped into a block. Since the relations 

of events are already considered in the sliding time window, we only consider the immediately following neighbor in 

block generation. As shown in steps 10 through 13 of WMA, if the relation of every neighboring event is within a 

range of [𝛽1, 𝛽2], these events are included in a block. The lower bound for the range is applied to filter out weak 

relations, whereas the upper bound filters highly frequent relations (like stop words, “a”, “of”, or “the” in natural 

language processing). The end of a block is realized when the relation between an event and its neighbor is outside of 

the range. For instance, when  𝛽1 = 2 and 𝛽2 = 4, sequence s1= e1  e2  e2  e3  e4  (shown in Fig.1(a)) generates 

two blocks e1  e2  and e3  e4  (shown in Fig.1.(c)) . This is because the event relations of e2  e2   and e2  e3 

occur only once, which is below the lower bound threshold of 2.  

To evaluate and characterize the time efficiency of blocks, we need contextual information, such as the duration of a 

block or the reasons for each event in a block. Note, a block can appear multiple times in different patient sequences, 

such as when b1= e1  e2  exists in s1, s2, s3,and s4. As such, an event block can have multiple reasons and time durations. 

For example, if e1happens at 9:00am, and the following event e2happens at 10:00am in sequences1, then the time 

duration for b1in s1is 1 hour.  

We summarize the efficiency of a block using several basic statistics. Specially, we compute the duration and variance 

for a block as the average and standard deviation over all occurrences in the patient population. For example, if the 

time duration of block b1in the four sequences is 1, 2, 1, and 1.5 hours, respectively, then the average time duration is 

1.375 hours and the variance (standard deviation) is 0.4787 hours.  
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Workflow Modeling Algorithm (WMA) 

Input: 𝐒: a set of patient sequences; 𝐄: a set of events; and β: a threshold for the event relation. 

Output:  𝐁: a set of blocks and 𝐓: a set of topics  

Steps: 

1:  for each sequence 𝐬𝒊 ∈ 𝑺 do                                                       // Process each sequence in the sequence set 
2:        for each pair of events 𝒆𝒊,𝒋 ∈ 𝒔𝒊  and 𝒆𝒊,𝒒 ∈ 𝒔𝒊 do                 // Process each pair of events in a sequence  

3:          𝑹𝑬(𝒆𝒊,𝒋, 𝒆𝒊,𝒒) = 𝑹𝑬(𝒆𝒊,𝒋, 𝒆𝒊,𝒒) +  𝑬𝒗𝒆𝒏𝒕𝒓𝒆𝒍𝒂𝒕𝒊𝒐𝒏(𝒆𝒊,𝒋, 𝒆𝒊,𝒒)  // Measure the relation between events  

4:        end for 

5:  end for 

6:  for each sequence 𝐬𝒊 ∈ 𝑺 do                                                         // Generate workflows at block-level 

7:        j  1;                                                                                      // First event of a sequence 
8:        while (𝐣 <  𝒊𝒎) do                                                                // Iterate over each event in a sequence 

9:           𝐛𝐥𝐨𝐜𝐤𝐒𝐭𝐚𝐫𝐭 = 𝐣; 𝐛𝐥𝐨𝐜𝐤𝐄𝐧𝐝 = 𝐣;                                      // Initialize the start and end position of a block  

10:           while( ( 𝐣 <  𝒊𝒎) and (𝜷𝟏 < 𝑹𝑬(𝒆𝒊,𝒋, 𝒆𝒊,𝒋+𝟏) < 𝜷𝟐) 

11:                j  j+1;                                                                       // If the relation of neighboring events is within a range   
                                                                                                                         keep the order of events in a block 

12:               𝐛𝐥𝐨𝐜𝐤𝐄𝐧𝐝  𝐣;                                                           // Update the end position of a block 

13:           end  while 

14:          𝑩  𝒖𝒏𝒊𝒐𝒏(𝑩, 𝒆𝒊,𝒃𝒍𝒐𝒄𝒌𝑺𝒕𝒂𝒓𝒕 → 𝒆𝒊,𝒃𝒍𝒐𝒄𝒌𝑬𝒏𝒅)                     // Add new block into the block set  

15:         𝒔′𝒊  𝑨𝒑𝒑𝒆𝒏𝒅(𝒔′
𝒊, 𝒆𝒊,𝒃𝒍𝒐𝒄𝒌𝑺𝒕𝒂𝒓𝒕 → 𝒆𝒊,𝒃𝒍𝒐𝒄𝒌𝑬𝒏𝒅 )               // Append the generated block to the new sequence 

16:        j  j+1;                                                                             // Generate the next block 

17:       end while                                                                           // End of processing a sequence 

18:       𝑺′ 𝒖𝒏𝒊𝒐𝒏(𝑺′, 𝒔′𝒊)                                                           // Add new sequence into the revised sequence set 
19:  end for 

20:  for each pair of blocks 𝒃𝒊 ∈ 𝐁  and 𝒃𝒋 ∈ 𝐁 do                       // Measure relations of pairs of blocks 

21:      𝑹𝑩(𝒃𝒊, 𝒃𝒋)  𝑩𝒍𝒐𝒄𝒌𝒓𝒆𝒍𝒂𝒕𝒊𝒐𝒏(𝒃𝒊, 𝒃𝒋)                                  // Measure the relation between blocks  

22:  end for 

23:  for 𝒔′𝒊 ∈ 𝐒′  and 𝒃𝒋 ∈ 𝐁 do 

24: 𝑹𝑺′×𝑩(𝒔′𝒊, 𝒃𝒋) 𝑺𝑩𝒓𝒆𝒍𝒂𝒕𝒊𝒐𝒏(𝒔′𝒊, 𝒃𝒋)                                              // Measure the relation between a sequence and a block 

25: end for 

26: T  LDA(𝑹𝑺′×𝑩)                                                                    // Generate workflows at the topic level 
27: Return 𝐁,  𝐓                                                                            //  Return workflows at block and topic level 

Figure 2. Pseudocode for the algorithm to generate workflows at the block- and topic-level. 

Topic-level Workflows 

A workflow at the block-level only provides a description for a particular stage of a patient process. However, it 

neglects the relations between blocks within a patient process.  To do so, we summarize collections of blocks using a 

topic modeling strategy (e.g., latent Dirichlet allocation (LDA))18,19, a popular approach to learn latent concepts from 

a corpus of documents. In our setting, this corresponds to learning a set of latent workflow patterns to represent patient 

sequences. Conceptually, patient sequences can be thought of as documents, where the event blocks constitute a 

vocabulary and the specific event blocks assigned to a patient’s sequence are the semantic ideas derived from the 

vocabulary. 

To learn topics, we begin by generating the set of unique blocks. We then represent each original patient sequence s𝑖 

as a new sequence s′
𝑖, consisting of blocks instead of events (step 15 of WMA).  For instance, Fig.1(d) depicts 6 

unique blocks generated from Fig.1(c). Now, to infer topics of terms (i.e., blocks), we need to prepare the documents 

(i.e., patient sequences).  Here, a term is a block and a document is a patient sequence 𝐬′
𝒊 that consists of a series of 

blocks.  While the events within a block are ordered, the order is not necessarily consistent with the real world. As 

such, we group the blocks associated with similar sets of events. In many respects, this can be thought of as creating 

a set of synonyms in a vocabulary. 

To discover synonyms of blocks, we measure the similarity using the Jaccard coefficient between the blocks (as 

invoked in step 21 of WMA): 

𝑩𝒍𝒐𝒄𝒌𝒓𝒆𝒍𝒂𝒕𝒊𝒐𝒏(b𝒊, bj) =  
𝑠𝑒𝑡(𝑏𝑖) ∩ 𝑠𝑒𝑡(𝑏𝑗)

𝑠𝑒𝑡(𝑏𝑖) ∪ 𝑠𝑒𝑡(𝑏𝑗)
              (2) 

where 𝑠𝑒𝑡(𝑏𝑖) corresponds to the set of unique events in a block.  Note that this function ranges from 0 (no relation) 

to 1 (perfect relation).  For instance, the relation between block b1and b2 (as shown in Fig.1(d)) is 1 (as shown in Fig.1 

(e)). 
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As described earlier, we want each patient sequence, including the synonyms of its blocks, to improve the quality of 

learned topics through the LDA model. We use Equation 3 to represent a patient sequence using its blocks, along with 

their synonyms, as:  

𝑺𝑩𝒓𝒆𝒍𝒂𝒕𝒊𝒐𝒏(s′
i, bj) {

1                            𝑏𝑗 ∈ 𝑠′
𝑖

1       𝑏𝑗 ∉ 𝑠′
𝑖  (∃𝑏𝑞 ∈ 𝑠′

𝑖 ,

0                    𝑜𝑡ℎ𝑒𝑟 𝑤𝑖𝑠𝑒

𝐵𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑏𝑞 , 𝑏𝑗)  =  1)              (3) 

We generate a matrix 𝑅𝑆′×𝐵  to represent the relation between a sequence s′
𝑖 and a block b𝑗 (steps 23 through 25 of 

WMA). For instance,s’1 has block b1and b4  (as shown in Fig.1(c)), but b1has synonyms b2  and b3  according to 

Equation 3. As such, s’1 is represented by blocks b1, b2, b3,and b4 (as shown in Fig.1(f)). The matrix 𝑅𝑆′×𝐵 serves as 

the input to the LDA learning process (step 26 of WMA). 

A topic consists of a probability distribution over a set of blocks as shown in Fig.1(g). The larger the probability of a 

block, the more this block is representative of the topic.  At the same time, the patient process can be characterized by 

inferred topics as shown in Fig.1(h).  

Results 

We evaluate our framework on four months of inpatient event logs generated by the Northwestern Memorial Hospital 

(NMH). In this dataset, an event corresponds to a chart access, each of which is associated with the user and the user-

designated reason for the access. It should be noted that the initial reasons selected by a chart user during the 

hospitalization of a patient persists throughout the hospitalization. There are 1,138,317 total events distributed over 

16,569 patient processes. These events were generated by 144 user roles with access to 142 reasons.  Additionally, 

each patient is associated with a set of ICD-9 codes assigned after discharge. The total number of unique ICD-9 codes 

for this set of patients is 4,543. 

To apply WMA, we need to set three parameters: i) the sliding window size α, ii) the event relation thresholds β1 and 

β2, and iii) the number of topics for the LDA model.  We set α to the average number of events that transpired during 

a 24 hour window. This corresponded to 3 events.  β1 was set to 50 because smaller values led to an extremely large 

number of blocks (over 100,000), which suggested a substantial amount of noise.  β2 was set to 500 because, at this 

point, the only events in the resulting blocks corresponded to either : 1) Physician-CPOE, 2) Residence, 3) Patient 

Assistive Staff, 4) Patient Care Staff Nurse, 5) Respiratory, and 6) Unit Secretary. These extremely frequent blocks 

limited the generation of meaningful blocks and, thus, we removed these from further consideration.  For the LDA 

model, we set the number of topics according to topic similarity instead of perplexity, based on a previous study19.  In 

doing so, we searched for a model that minimizes the workflow topic similarity, measured as the cosine similarity. 

We set the number of topics as 15, 20, 25, 30, and 35 respectively, and calculate the corresponding topic similarity in 

each setting. The topic similarity was minimized (0.0033) when the number of topics was set to 25.  Given these 

parameters, WMA generated 22,442 event blocks and 25 topics of blocks.   

In the remainder of this section, we first show the block- and topic-level efficiency results.  To illustrate the results at 

each level, we then provide a case study with respect to the learned workflows. 

Block Types  

For each block, we record the average and variance in time duration. Figure 3 depicts the 22,442 blocks as a function 

of these concepts.  We partition this space, based on their length and stability, into the four types mentioned above. 

To do so, we partitioned the system using thresholds of an average length of 100 hours and a variance of 100 hours. 

According to this split, 94.7% of the blocks are in the SEB area (i.e., short duration with low variance). This suggests 

that the HCO mainly manages inpatients associated with short processes. 

At the same time, this finding implies that approximately 5% of the blocks are of potential concern.  Among the 

remaining blocks, 70% correspond to SIB (i.e., long duration with low variance), 22% correspond to UIB (i.e., long 

duration and long variance), and 8% correspond to UEB (i.e., short duration and large variance).  It is possible, 

however, that these blocks are artifacts of an insufficient amount of evidence to draw meaningful conclusions.  To 

assess this issue, Figure 4 provides a frequency analysis for all of the blocks as a function of their average duration 

and variance.  Clearly, the frequency of the efficient blocks (i.e., SEB, UEB) is substantially larger than the inefficient 

blocks (i.e., SIB, UIB). In most cases, the frequency of SIB and UIB blocks is small (around 2~3), which indicates 

they are not popular in the management of inpatients.   
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Block Type Case Studies 

To gain a deeper appreciation of the different 

block types, we provide examples of UEB 

and UIB in Table 3. Block B1 belongs to 

UEB and has 6 unique reasons associated 

with it. Its reason R1 is associated with two 

significantly different durations. The first is 

less than 1 hour, while the other is 240 hours. 

The same phenomenon occurs for the reason 

R4, which has a duration of less than 1 hour 

and another of 160 hours. These phenomena 

illustrate how a block with the same chart 

access reason, can exhibit significantly 

different durations. They indicate that, 

though a block encompasses the same 

transitions between reasons, the time allotted 

for doing so may be significantly different. 

This may stem from a number of 

complications, such as varying patient 

symptoms and purposes for the 

hospitalization, the urgency of imaging 

needs, the ability of some attending 

physicians to rely on residents in training to 

access charts for them and provide relevant 

updates, the resource allocation strategies of 

HCOs, or the workflow timing of chart 

access by care providers. 

 

Table 3.  Examples of UEB and UIB block types. 

Table 4 shows two patients associated with Block B1. The condition for one patient is related with polyneuritis, while 

the condition for the other patient is related with septicemia, which is more complex. This may be the reason why this 

block exhibits high variance in time duration, even for the same chart access reason. 

Block B2 belongs to UIB, and its reason R2 has long duration and large variance. As can be seen, the patients 

associated with this block are related to obstetric care. Furthermore, advanced practice nurses function as care 

providers, which includes the ability to create and sign chart orders, lessening the need for rapid access by a 

supervising attending. 

Topic Workflow Types 

To characterize the categories of workflows at the topic-level, we inferred 25 topics through distribution of blocks on 

patients, and then categorize the 25 topics of blocks into four groups using thresholds of a duration of 20 hours and a 

variance of 20 hours, as shown in Figure 5.  Each topic is composed of top 10 blocks with highest probabilities. The 

duration and variance of a topic were calculated based on average durations of top 10 blocks. Topics 1, 7, 19, 20 were 

classified as Unstable Inefficient Topics (UITs), topic 8 was a Stable Inefficient Topic (SIT), topic 4 and 11 were 

Unstable Efficient Topics (UETs) and the remaining 18 topics were Stable Efficient Topics (SETs).   

In Figure 5, it can be seen that topic 20 exhibits the longest time duration and corresponding variance. This is because 

one of the top 10 blocks of topic 20 belongs to UIB. This block corresponds to [NMH Physician Office – CPOE  

SN-RN/Customer Service  NMH Physician Office – CPOE  SN-RN/Customer Service], which has 8 different 

reasons. The duration and variance of this block is 300 and 170 hours, respectively. 

 

Figure 3. Blocks (n = 22,442) as a function of their average duration and 

variance.  The blocks are partitioned into four types: i) SEB: stable efficient 

blocks, ii) SIB: stable inefficient blocks, iii) SEB: unstable efficient blocks, 

and iv) UIB: unstable inefficient blocks. 

 
Figure 4. Blocks as a function of their average duration, variance in 

duration, and frequency in the patient population. 
 

Block 
Duration (hours)  

Frequency Average  Variance  

B1 [RAD - Mgr/RC  NMH Physician-CPOE] 25.6 112.4 89 

B2 [NMPG MD – CPOE  NMPG APRN  NMPG MD – CPOE] 203 418 18 
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Table 4.  Examples of patients associated with B1 and B2. 

Block ICD-9 Codes Description of ICD-9 Codes Reasons  

B1 

 

Patient 1: 

340, 35781 

Multiple sclerosis; Chronic inflammatory 

demyelinating polyneuritis 

R1: Radiology Mgr/RC (a non-physician manager within 

the radiology department)  Attending Phys/Prov (the 

primary physician responsible for an inpatient’s care) 
[appeared twice: one time for less than 1hour, and one time 

for 240 hours] 

R2: Radiology Mgr/RC  Resident- Inpatient Consulting 
Service [low duration, low variance] 

R3: Radiology Mgr/RC  Approved Quality or Peer 

Review Process [low duration, low variance] 

R4: Radiology Mgr/RC  Patient Care (associated with 

nursing roles) [appeared twice: one time for less than 1 

hour, and one time for 160 hours] 

R5: Radiology Mgr/RC  Resident-Inpatient Covering 

Service [low duration, low variance] 

R6: Radiology Mgr/RC  Resident-Inpatient Primary 
Service [low duration, low variance] 

Patient 2: 

78552, 7907, 

99592, 0389, 
0417, 2760, 

2762, 2875, 

5070, 51881, 
5849, 6826, 

68601, 70705, 

70719 

Septic shock; Bacteremia; Severe sepsis; 

Unspecified septicemia; Pseudomonas infection in 
conditions classified elsewhere and of unspecified 

site; Hyperosmolality and/or hypernatremia; 

Acidosis, Thrombocytopenia, unspecified; 
Pneumonitis due to inhalation of food or vomitus; 

Acute respiratory failure; Acute kidney failure, 

unspecified; Cellulitis and abscess of leg, except 
foot; Pyoderma gangrenosum; Pressure ulcer, 

buttock; Ulcer of other part of lower limb 

B2 

Patient 3: 

65971, 66411, 

V270 

Abnormality in fetal heart rate or rhythm, delivered, 

with or without mention of antepartum condition; 

Second-degree perineal laceration, delivered, with 
or without mention of antepartum condition 

R1: Other Phys/Prov  NMPG APRN  Other Phys/Prov 

[long duration, low variance] 

R2: Attending Phys/Prov  NMPG APRN (an advanced 

practice nurse)  Attending Phys/Prov [long duration, 

large variance] 

Patient 4: 

V270, 64891, 
66541, V0251 

Outcome of delivery, single liveborn; Other current 

conditions classifiable elsewhere of mother, 
delivered, with or without mention of antepartum 

condition; High vaginal laceration, delivered, with 

or without mention of antepartum condition; Carrier 
or suspected carrier of group B streptococcus 

 

Case Study of a Complex Patient 
The long duration and variance of topics may be due to the 

complexity of patients. To illustrate we conducted a case study 

of a patient who is characterized by seven topics. 

Figure 6 shows the distribution of the number of topics needed 

to characterize a patient.  It can be seen that most of the 

patients are characterized by 1 or 2 topics. We say patients 

who are associated with multiple topics are complex patients. 

Different topics characterize different types of patients. If a 

patient is associated with multiple types of topics, his 

condition should be quite complex.  

To illustrate, let us consider one patient who was characterized 

by 5 topics and is associated with the conditions of multiple 

myeloma, diabetes mellitus, esophageal reflux, urinary tract 

infection, and personal history of malignant neoplasm of 

breast. This patient is associated with multiple blocks coming 

from different topics, of which we show two examples in 

Table 5. The first block is B3: [Rehab Speech  Rehab 

Speech] which has a long duration and large variance, while 

the other is B4: [Medical Records – Scanner  NMH Physician-CPOE], which has a short duration and variance.  

Block B3 is associated with 3 reasons, and block B4 is associated with 5 reasons as shown in Table 5.  The difference 

between reason R2 and R3 of the block B3 is Med Rec Release of Info and Med Rec Quality. The reason R3 associated with 

Med Rec Quality requires more time. If the reason following Med Rec Quality is Attending Phys/Prov (R1) instead of Patient Care 

(R3), then the time duration will increase. For block B4, the associated five reasons require a shorter duration, which 

suggests the block is stable and efficient.  

 

Figure 5. Average duration and variance of   each 

of the 25 topics. 
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Discussion 

Clinical workflow modeling can be a challenging endeavor 

because of the complexity of patients, variability in the 

healthcare environment, and changeover in staff.  Poor 

documentation of workflow can limit the adoption, or 

successful implementation, of EHR systems.  Our work 

provides a framework to generate such workflows at multiple 

levels of granularity via data mining. Our evaluation of the 

duration of such workflows enables the clear partitioning of 

existing workflows into four types, depending on their length 

and variability.  We believe that such a characterization of the 

system can enable an HCO to investigate and refine inefficient and unstable workflows.  

We note that this is a pilot study on workflow extraction and modeling, but that the findings are promising as a 

roadmap towards the future. Specially, we believe that this type of investigation can be enhanced through several lines 

of research.  

First, the reasons behind inefficient workflows clearly need to be studied in a more refined manner. Our work 

characterizes inefficiencies as a function of complexity in the 

patients and the surrounding workflows.  For instance, one of our 

examples illustrates that residents assisting attending physicians (via 

access charts) may be a possible cause of inefficient workflows. Yet 

this explanation is limited in its explanatory power. Alternatively, or 

perhaps additionally, the reasons for inefficient workflows may 

include varying clinical urgency, variation in resource availability, 

varied clinical and system experiences of users, or even the design 

of EHR system itself. Further investigation of these factors will 

likely yield additional workflow representation optimization 

opportunities. 

Second, the learned 25 topics need to be confirmed by clinicians.  To 

do so, we will need to provide more nuanced contextual information 

about the patients associated with these workflows. Currently, the 

context of these patients is limited to the ICD-9 codes billed to 

insurance companies, which certainly does not cover the detailed 

conditions of a patient.  

Third, the workflows our technique inferred are not associated with 

specific diseases. This will make it difficult for HCOs to determine 

where to invest in workflow optimization. We plan to construct the 

association study between workflows and diseases through data 

mining and machine learning technologies as a next step. 

Conclusion 

Modeling workflows for healthcare is challenging due to the complexity of clinical processes. In this work, we 

introduced a framework to model workflows at multiple levels of granularity. We illustrated that this framework can 

enable the categorization of workflows into four classes based on their duration: i) stable efficient, ii) unstable 

efficient, iii) stable inefficient and iv) unstable inefficient. We performed an extensive evaluation on Northwestern 

EHR event logs in the inpatient setting, where the results showed almost 95% of blocks are stable as well as efficient, 

and that over 80% patients are associated with efficient workflows. We further provided several illustrations of the 

reasons for inefficiency in a workflow and posited the main reason may derive from complexity of patients and the 

fact that Northwestern is a teaching hospital where residents are trained. Nonetheless, the reasons for inefficiency of 

workflows are diverse and will require additional contextual information (e.g., nuanced clinical data on patients, 

resource allocations of HCOs, and experiences of care providers) to further investigate and optimize workflows 

accordingly.  

 

Figure 6. The number of topics necessary to 

characterize each patient. 

Table 5.  Two typical blocks and their 

corresponding reasons and duration. 

Block Reason Duration  

B3 

R1: Med Rec Quality  
Attending Phys/Prov  

(the primary physician 
responsible for an inpatient’s 
care) 

440 

450 

R2: Med Rec Release of Info  
Patient Care ( associated with 
nursing roles) 

0 

0 

R3: Med Rec Quality  Patient 
Care 

460 

10 

B4 

R1: Rehab Services Clinician  
Rehab Quality Audit 

0 

R2: Rehab Assigned Therapist 

 Rehab Quality Audit 
0 

R3: Rehab Quality Audit  
Rehab Services Clinician 

0 

R4: Rehab Quality Audit  
Rehab Assigned Therapist 

0 

R:5 Rehab Assigned Therapist 

  

Rehab Services Clinician 

0 

AMIA Symposium, San Francisco, CA, November 2015



 

List of Abbreviations Used in this Paper: Rehab PT: Rehabilitation Physical Therapist; NMPG MD: A physician who 

belongs to the Northwestern Memorial Physicians Group; CPOE: Computerized Physician Order Entry; APRN: Advanced Practice 

Nurse Provider; SN-OR RN SC: Surgical Nurse Operating Room Service Coordinator (includes scheduling and patient experience 

issues); Radiology Mgr/RC: Radiology Manager Resource Coordinator (includes scheduling and patient experience issues); SN-

RN/Customer Service: Surgical Nurse also Customer Service (includes registration and scheduling issues); RAD - Mgr/RC: 

Radiology Manager and Resource Coordinator (includes scheduling and patient experience issues). 
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